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dla pradawnych problemów grafowych

Autor:

Paweł Schmidt

Rozprawa sporządzona pod opieką
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Chapter 1

Introduction

With the spread of broadband internet connections, gaming over the internet has become

a primary way of playing competitive games (e.g., real-time strategies or collectible card games).

Players typically log in to a service that provides the functionality of finding another person

who is willing to compete. If there are many available players, deciding who gets matched

first and who has to wait is important for maintaining people’s satisfaction with the service.

The satisfaction might depend not only on the time spent in a queue but also on a similarity

of matched players’ skills (losing a game to a much more skilled player or winning a game

against a beginner is not fun at all). This is an example of a problem called matching with delays.

The process of matching players happens in real-time, that is, future (playing) requests are

not known. Standard algorithmic approach, where an offline algorithm reads complete input

data and outputs a solution is useless here. This motivates the construction of online algorithms,

which have to satisfy all demands on the fly without prior knowledge of the future. The quality

of an online algorithm is measured with competitive ratio [BE98], which is a worst-case ratio of

the cost of an online algorithm to the cost of the optimal offline solution on the same input.

This dissertation is devoted to the construction of efficient online algorithms for classical

graph problems: facility location, Steiner tree and perfect matching, which have been extensively

studied in the offline regime and also k-server, which is specific to online computation. We put

a special emphasis on deterministic algorithms and determinization techniques.

1.1 Deterministic vs. randomized algorithms

In the years after Sleator and Tarjan [ST85] initiated the study on online algorithms, the

development of randomized algorithms followed the design of deterministic ones. Most of

1



2 CHAPTER 1. INTRODUCTION

this early research involved randomized algorithms that were randomizations of previous

deterministic ones. The examples include, but are not limited to, list update [ST85, RWS94],

paging [ST85, FKL+
91], metrical task systems on uniform metrics [BLS92], TCP acknowledge-

ment [DGS01, KKR03], and ski-rental [KMRS88, KMMO94].

This trend was somehow reversed with the seminal work of Bartal [Bar96], who designed

a method of approximating an arbitrary graph (finite metric space) by a random hierarchically

well-separated tree (HST) with moderate, polylogarithmic distortion. (An HST is a rooted tree

in which edge lengths decrease exponentially along any root-to-leaf path.) This approxima-

tion was subsequently improved [Bar98, FRT04] and allowed for transforming a competitive

algorithm (deterministic or randomized) for trees into a randomized algorithm for general

graphs with the additional logarithmic factor in the competitive ratio. As a result, analyses of

several randomized algorithms were simplified and new algorithms were created. Examples

include randomized algorithms for metric labeling, group Steiner tree, buy-at-bulk network

design [FRT04], metrical task systems [Bar96, FRT04], constrained page migration [Bar96],

distributed paging [ABF98], minimum metric bipartite matching [MNP06], and matching with

delays [AGGP17, AJF18].

Another stream of randomized algorithms started with the work of Buchbinder and

Naor [BN09]. They provided a framework for designing and analyzing algorithms (mostly

for covering or packing problems) using of online primal-dual technique. This framework

incorporates the multiplicative weight update method and, in the typical setting, produces

a fractional solutions worse by a logarithmic (in the size of the linear program) factor than

the optimal solution. Usually, transforming a fractional solution into an algorithm requires

further efforts as the linear program does not describe a distribution on configurations of the

algorithm, but only its marginals. For example, the linear program for caching problem defines

probabilities of pages being in the cache [BBN12]. To obtain an algorithm, these probabilities

need to be translated into configurations of the cache. While there are multiple randomized

algorithms using this framework, it is rarely clear how to deterministically construct an integral

solution from a fractional one.

1.1.1 Achievable performance

In the area of online algorithms, it is common that for some problem there is a large gap

between competitive ratios achievable by randomized algorithms and deterministic ones. For

example, in caching problems [ST85, You02], the gap is exponential: the ratio of deterministic
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algorithms is at least linear in the cache size, while the ratio of the best randomized algorithm

is logarithmic [FKL+
91, BBN12, ACER19].

On the other hand, in some cases the performance of deterministic algorithm asymptotically

matches that of randomized solutions. Examples include set cover [AAA+
09], metric facility

location [Mey01, Fot08]), and also various problems where a constant-competitive solutions

exist (e.g., TCP acknowledgement [DGS01, KKR03], or the list-update problem [ST85, RWS94]).

In general, the existence of a randomized algorithm does not give much insight into the

existence of deterministic solutions. This is in strong contrast to approximation algorithms,

where often randomized algorithms can be derandomized [WS11]. In this thesis, we try to

shed some light on this topic.

1.2 Why deterministic algorithms are important

In the previous section, we highlighted that there are limits that deterministic algorithms

cannot break. Why then do people keep studying deterministic algorithms? Besides the

theoretical importance of the results, there are other, practical reasons.

First, the cost analysis of randomized algorithms ensures low cost only in expectation. This

is a somewhat weak guarantee, which might “ignore” extremely unsuccessful executions of the

algorithm. This is not acceptable in situations when exceptional safety measures are required,

e.g., in banking.

This problem can be usually mitigated in approximation algorithms [WS11], where the

probability of bad events can be commonly dampened by running the algorithm repeatedly and

taking the best of all output solutions. The bad-event probability can be reduced exponentially

with linear number of repetitions. This approach is, however, not applicable in an online regime,

where algorithms have to make irrevocable decisions with every piece of input sequence they

read.

Second, there is a recent need originating from the machine learning and automated trading

systems to design explainable algorithms. An explainable algorithm can justify its decisions

to humans (as opposed to black-box algorithms) [BH21]. There, the use of randomness can

potentially make algorithm’s decision unclear to observers.
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1.3 Known determinization techniques

While the most of deterministic algorithm constructions are ad hoc, there are some known

determinization techniques used in online algorithms. In this section, we briefly review a few

of them.

1.3.1 Method of conditional expectations and pessimistic estimators

In the method of conditional expectations [Rag88], one designs a random experiment

(algorithm) that solves the optimization problem and then derandomizes this algorithm by

a sequential rounding of random variables. A variable is assigned the value that optimizes

the conditional expected value of the remaining (not yet rounded) random choices. The

resulting deterministic solution is as good as the randomized one. The crux is in computing the

conditional expected values or finding their viable (pessimistic) estimate [You95]. The method

of conditional expectations has proven useful in approximation algorithms. For instance, the

approximation algorithms for max-cut and max-sat are obtained this way [WS11].

In principle, the above process can be applied to online algorithms. However, bounding

the expected value of all future random choices of a randomized algorithm is troublesome or

not possible at all. So far, the only successful implementation of this technique is the set cover

problem [BN09]. We show a new application of this technique in Chapter 2 for the non-metric

facility location problem.

1.3.2 HST approximation

While it is not clear how to obtain a deterministic algorithm from a randomized algorithm

based on HST approximation, the existence of approximation itself can be helpful to analyze some

deterministic algorithms [Umb15]. The key idea is that for some problems, the optimal solution

on a tree is well-structured and easily computable. In such a situation, the cost of the optimal

solution on a random tree is a good approximate of the optimal solution for the original graph.

Given that, it remains to design an algorithm whose cost can be compared to the cost of the

optimal solution on any random tree approximating the graph. As the graph approximation

does not “glue” far vertices, some clustering algorithms can be analyzed this way.

The technique was successfully applied to simplify the analysis of the greedy algorithm

solving Steiner tree [IW91] and to design and analyze new algorithms for Steiner trees, forests
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and networks, connected facility location, and rent-or-buy problems [Umb15]. We use this

technique to obtain a deterministic algorithm for the Steiner tree leasing problem in Chapter 4.

1.3.3 Adaptive adversaries

The standard definition of the competitive ratio for randomized algorithms assumes a so-

called oblivious adversary, who presents an input sequence, which does not depend on the

random actions of the algorithm (it may depend on its probability distribution, though).

An overwhelming majority of algorithms uses this definition.

This notion can be strengthened to take into account the random choices of the algorithm.

The stronger adaptive online adversary [BBK+
94] may access past (random) decisions of the

randomized algorithm and on this basis construct the input sequence. The adaptive online

adversary has to simultaneously construct its own solution to which the algorithm is compared.

Adaptive online adversary and determinization are connected in a surprising way. Namely,

proving that a randomized algorithm is c-competitive against the adaptive online adversary,

implies the existence of c2-competitive deterministic algorithm [BBK+
94]. This property has

been used in the past to obtain, among others, better deterministic online algorithms for the

page migration problem [Wes94] and the weighted k-server problem [CV13].

1.4 Overview of results and thesis outline

Our primary goal is to give algorithms that minimize the competitive ratio defined as follows.

Definition 1.1. A deterministic algorithm Alg is c-competitive if there exists a constant β (independent

of the online part of the input) such that, for any input I , it holds that

Alg(I) ≤ c ·Opt(I) + β,

where Alg(I) is the cost of the solution ouput by Alg and Opt(I) is the cost of the optimal offline

solution to I . When β is equal to 0, we say that Alg is strictly c-competitive.

For randomized algorithms, the cost of the algorithm is replaced by the expected cost (the expectation

is taken over random choices of the randomized algorithm).

The running time of an online algorithm is of secondary importance; the only limit imposed

on the algorithm is uncertainty about future requests. This is a typical assumption in this area.

Some extreme examples include recent breakthrough results on k-server problem [BCL+
18,
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Lee18], where the authors answer purely information-theoretic question: “Is there enough

information in the input sequence to be competitive?”. They show the existence of a competitive

solution (in their case, it is a curve in a high-dimensional space), which is not necessarily

computable in the typical algorithmic sense. Having said that, most of our algorithms run in

polynomial time.

Non-metric facility location. In the facility location problem [Shm00], which have been

extensively studied both in operations research and in computer science, there is a set of

facilities F (each with a certain opening cost) and clients C. There are also client-facility

connections, which have lengths that can either satisfy the triangle inequality (metric facility

location) or be arbitrary (non-metric facility location). The goal is to open a subset of facilities

and connect each client to an open facility. The total cost (the sum of opening and connection

costs) is subject to minimization.

In the online scenario, we distinguish between potential clients (the above-mentioned set C)

and clients A ⊆ C that eventually appear in the input sequence. The best online solution

to non-metric facility location is a randomized algorithm by Alon et al. [AAA+
06] attaining

competitive ratio of O(log |F| · log |A|). It computes a fractional solution of an LP-relaxation

of the problem and then randomly rounds it to achieve a competitive integral solution. To

obtain a deterministic algorithm, one could reduce the non-metric facility location instance

to an instance of the set cover problem and then apply the deterministic algorithm by Alon

et al. [AAA+
09]. The standard text-book reduction between these two problems requires an

exponential blow-up of the input size. However, reduction of Kolen and Tamir [KT90] does not

have this disadvantage and leads to an O((log |C|+ log |F|) · (log |C|+ log log |F|))-competitive

algorithm.

The main result of Chapter 2 is a construction of a historically first published deterministic

algorithm for the online non-metric facility location problem. This algorithm attains the

competitive ratio of O(log |F| · (log |C|+ log log |F|)) and is optimal up to log log factors.

Our algorithm relies on online primal-dual framework [BN09] and utilizes a new LP relax-

ation of non-metric facility location. To service a client, it computes a fractional solution, which

is then rounded deterministically. The main difficulty of the rounding lies in maintaining de-

pendencies of purchased facilities and edges: rounding facilities and client-facility connections

separately might lead to purchasing an edge to a closed facility. In our approach, the required

dependency is not enforced by the LP constraints but follows from the order in which the

algorithm increases LP variables.
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Matching with delays. Chapter 3 discusses the aforementioned matching with delays (for

which we gave the gaming example). The first online algorithm solving the problem of

matching with delays was given by Emek et al. [EKW16], who presented a randomized

O(log2 n + log ∆)-competitive algorithm. There, n is the number of points in the underlying

metric space (a player is characterized by a number of different parameters and corresponds

to a point of a metric space) and ∆ is its aspect ratio (the ratio between the largest and the

smallest distance). The competitive ratio was subsequently improved by Azar et al. [ACK17] to

O(log n).

In Chapter 3, we present the historically first deterministic algorithm for an arbitrary metric

space (previous deterministic algorithms were known only for simple spaces [ESW17, ACK17]),

whose competitive ratio is O(mlog2 5.5) = O(m2.46), where 2m is the number of requests. Our

online algorithm uses a simple, local, semi-greedy scheme to find a suitable matching pair.

That is, each client independently attempts to find (in a range that increases in time) someone

who has waited roughly the same amount of time.

Steiner tree leasing. Many online problems have the common property that the objects

purchased by the algorithm are persistent. For example, open facilities in facility location

problem and matching edges in matching with delay problem do not disappear with time.

In Chapter 4, we focus on a problem that does not have this property. In the Steiner tree leasing

problem edges are not bought, but leased for a certain period and disappear when the lease

period ends.

In this problem, there is a given graph with a distinguished root vertex. An algorithm has

to connect all requested vertices to the root with leased edges. That is, there must exist a path

of leased edges between a vertex and the root at the time when this vertex appears in the input

sequence.

A randomized O(log L · log n)-competitive algorithm was given by Meyerson [Mey05] for

inputs with L different lease types and graphs with n vertices. This algorithm first approximates

a graph by a random tree with distortion of O(log n) [FRT04] and then, for each edge of the

tree runs the randomized O(log L)-competitive algorithm for the parking permit problem.

We construct a deterministic algorithm, which can be seen as a derandomization of Meyer-

son’s algorithm. The algorithm leases a new edge if there were “sufficiently many” requests

served “recently” in a “small” neighborhood of this edge. In the analysis, we use techniques

presented by Umboh [Umb15]: We exploit the fact that vertices that are far from each other

in the graph, are far also in any random tree approximating this graph. This fact allows us
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to charge the cost of a deterministic algorithm to the cost of optimal solution on a random

tree. The resulting competitive ratio is O(L · log k) for inputs with L different lease types and

k different requested vertices. Our algorithm is competitive even on infinite metric spaces,

which is not the case of randomized Meyerson’s algorithm [Mey05].

Generalized k-server problem. In all mentioned problems, the algorithm purchases or rents

structures in graphs. The last problem discussed in the dissertation is different.

The k-server problem introduced by Manasse et al. [MMS90], is one of the most well-studied

and influential cornerstones of online analysis. The problem definition is deceivingly simple:

There are k servers, starting at a fixed set of k points of a metric space M. An input is a sequence

of requests (points of M) and to service a request, an algorithm needs to move at least one

server to the requested position.

In Chapter 5, we study a natural extension of the k-server problem, called the generalized

k-server problem [KT04, SS06], where each server si remains in its own metric space Mi. The

request is a k-tuple (r1, . . . , rk), where ri ∈ Mi, and to service it, an algorithm needs to move

servers, so that at least one server si ends at the requested position ri. The original k-server

problem corresponds to the case where all metric spaces Mi are identical and each request is of

the form (r, . . . , r).

Algorithms attaining competitive ratios that are functions of k exist only in a few special

cases of the generalized k-server problem. The case of k = 2 has been solved by Sitters and

Stougie [SS06, Sit14], who gave constant competitive algorithms for this setting. Results for

k ≥ 3 are known only for simpler metric spaces.

A uniform metric case describes a scenario where all metrics Mi are uniform with pairwise

distances between different points equal to 1. For this case, Bansal et al. [BEKN18] recently

presented an O(2k · k)-competitive deterministic algorithm and an O(k3 · log k)-competitive

randomized one. The deterministic competitive ratio is at least 2k − 1 already when metrics Mi

have two points [KT04]. Furthermore, using a straightforward reduction to the metrical task

system (MTS) problem [BLS92], Bansal et al. show that the randomized competitive ratio is at

least Ω(k/ log k) [BEKN18].

In Chapter 5, we give a randomized O(k2 · log k)-competitive algorithm for the uniform

metric case of the generalized k-server problem improving over the O(k3 · log k) bound by

Bansal et al. [BEKN18]. Furthermore, we strengthen their lower bound showing that no

randomized algorithm can be better than Ω(k)-competitive even when each metric space Mi

consist of at least two points.
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Our algorithm is phase-based: a single phase lasts until it is certain that requests of this

phase cannot be serviced without cost. To track the phases and decide next moves, the

algorithm computes a solution to an abstract Hydra game, which can be of independent interest.

1.5 Related offline algorithms

Offline counterparts of problems discussed in this dissertation have been studied before.

We mention these results for completeness.

The metric variant of the facility location was studied in a series of papers [BA10, CG05,

CS03, JMM+
03, JMS02,KPR00,Li13,MYZ06,STA97]. Currently, the best known algorithm attains

the approximation ratio of 1.488 [BA10, Li13]. The best approximation ratio for the non-metric

one is, however, O(log |C|) [Hoc82]. Lower bounds of 1.463 for metric [GK98] and Ω(log |C|)

for non-metric variant [Fei98] hold unless NP ⊆ DTIME[nO(log log n)].

The (non-leasing) Steiner tree problem [WH16] is APX-hard [BP89]. Starting from a trivial

2-approximation, there was a series of improvements [Zel93, KZ97, PS00, RZ05, BGRS10]. The

most recent of these results, by Byrka et al. [BGRS10], with approximation ratio of 1.39,

has an interesting property: it uses a natural LP relaxation of the problem and the iterated

randomized rounding, which yields a solution better than the known integrality gap of this

linear program, which is 1.55. The Steiner tree leasing has been studied by Anthony and Gupta.

They show a surprising connection to multistage stochastic optimization [AG07], which yields

an O(min(L, log n))-approximation algorithm for inputs with n vertices and L lease types.

The offline variant of the generalized k-server problem problem has not drawn much

attention yet. The closest problem studied in an offline regime is k-server, which admits

a polynomial time algorithm [CKPV91]. This algorithm reduces finding of an optimal k-server

strategy into a flow computation in a tailored graph.

Finally, the offline problem of matching with delays is easily solvable in polynomial time,

by an algorithm that finds a min-cost matching [Sch03] in a time-augmented metric space

(that is, the distance between two points becomes their distance in the metric space plus the

difference in arrival times).
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Chapter 2

Non-metric facility location

2.1 Introduction

The facility location problem [ABM16] is one of the best-known examples of network design

problems, extensively studied both in operations research and in computer science. Its simple

definition, NP-hardness, and rich combinatorial structure have led to developments of tools

and solutions in key areas of approximation algorithms, combinatorial optimization, and linear

programming.

An instance of the facility location problem consists of a set F of facilities, each with a certain

opening cost, and a set C of clients. F and C can be seen as two sides of a bipartite graph.

The undirected edges between them have lengths that can either satisfy the triangle inequality

(metric facility location) or be arbitrary (non-metric facility location). The goal is to open a subset

of facilities and connect each client to an open facility. The total cost (the sum of opening

and connection costs) is subject to minimization. In the metric scenario, by taking a metric

closure, one can assume that each facility is reachable by each client, but it is not the case for

the non-metric variant.

Instances and objectives. In this chapter, we focus on an online variant of the non-metric

facility location problem. We first formalize the offline variant in a way that makes a connection

to the online variant more apparent.

A facility-client graph G = (F, C, E, cost) is a bipartite graph, whose one side is the set F

of facilities and another side is the set of clients C. Set E ⊆ F× C contains available facility-

client connections (edges). We use function cost to denote both costs of opening facilities and

connection costs (edge lengths). All costs are non-negative.

11
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An instance of the non-metric facility location problem is a pair (G; A), where G =

(F, C, E, cost) is a facility-client graph and A ⊆ C is a subset of active clients. A feasible solution

to such instance is a set of open (purchased) facilities F′ ⊆ F and a subset of purchased

edges E′ ⊆ E, such that any active client c ∈ A is connected by a purchased edge to an open

facility. The cost of such solution is equal to ∑ f∈F′ cost( f ) + ∑e∈E′ cost(e).

For any facility-client graph G, we define its aspect ratio ∆G as the ratio of the largest to

smallest positive cost in G. These costs include both facilities and connection costs. (In the

standard definition of the aspect ratio, only distances are taken into account.) Note that the

aspect ratio is a property of G and is independent of the set of active clients A.

Online scenario. In an online variant of the facility location problem, the facility-client graph G

is known in advance, but neither elements of A nor its cardinality are known up-front by

an online algorithm Alg. The clients from A appear one by one. Upon seeing a new active

client, Alg may purchase additional facilities and edges, with the requirement that facilities

and edges purchased so far must constitute a feasible solution to all presented active clients.

The total cost of Alg is denoted by Alg(G; A). (We sometimes use Alg(G; A) to also denote

the solution computed by Alg.) Purchase decisions are final and cannot be revoked later. The

goal is to service all requests and minimize the total cost.

2.1.1 Previous work on non-metric facility location

For the online metric facility location, the problem was resolved over ten years ago by

Meyerson [Mey01] and Fotakis [Fot08]: the lower and upper bounds on the competitive

ratio are Θ(log |A|/ log log |A|), both for deterministic and randomized algorithms. Simpler

deterministic algorithms attaining slightly worse competitive ratio of O(log |A|) were given by

Anagnostopoulos et al. [ABUH04] and Fotakis [Fot07]. Note that the optimal competitive ratio

in the metric case is independent of the set C of potential clients.

2.1.2 Previous work on online non-metric facility location

For the non-metric facility location, the first and currently best online algorithm was

a randomized algorithm by Alon et al. [AAA+
06]. It achieves the competitive ratio of O(log |F| ·

log |A|). It is based on solving a natural fractional relaxation of the problem: there is a fractional

opening variable y f for each facility f , and a connection variable xc, f for a client c and a covering

facility f (facility to which c could be connected). Once a client c arrives, for each covering
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facility f independently, their algorithm increases either y f or xc, f , whichever is smaller, using

multiplicative update method (see, e.g., [AHK12]). The client c is considered fractionally served

once the sum of terms min{xc, f , y f } over all covering facilities is at least 1. The resulting

competitive ratio is O(log |F|).

The computed fractional solution can be then rounded using a random threshold θ f common

for an opening variable y f and all connection variables involving facility f . Once any variable

exceeds its threshold, it is rounded up to 1 and the corresponding object (facility or connection)

is purchased. Dynamically adjusting θ f to have expectation Θ(1/ log |A|) guarantees that the

resulting integral solution is feasible with high probability and the rounding part incurs a factor

of O(log |A|) in the competitive ratio.

Before our result, first given in [BFS21], no non-trivial deterministic algorithm was published.

In particular, the online network design problems (including the non-metric facility location

problem) have been listed as unresolved challenges by Buchbinder and Naor [BN09, Section 1.1].

That said, the non-metric facility location can be reduced to a set cover. A usable reduction

(not inducing an exponential blow-up of the input size) was given by Kolen and Tamir [KT90]:

it preserves the solution costs up to constant factors and creates a set cover instance consisting

of m = Θ(|F|+ |C| · log ∆G) sets and n = Θ(|C| · log ∆G) elements. We present this reduction

in details in Section 2.5.1. Using doubling techniques described in Section 2.4, one could

assume that ∆G = O(|F| · |C|). Applying the deterministic algorithm for the online set cover

problem by Alon et al. [AAA+
09] yields a solution whose competitive ratio is O(log m · log n) =

O((log |C|+ log |F|) · (log |C|+ log log |F|)).

2.1.3 Our result

In this chapter, we improve the bound above, replacing the first factor of O(log |C|+ log |F|)

by O(log |F|). This is an asymptotic improvement in a typical scenario where |F| � |C|.

Theorem 2.1. There exists a deterministic polynomial-time O(log |F| · (log |C|+ log log |F|))-competi-

tive algorithm for the online non-metric facility location problem on set F of facilities and set C of

clients.

Our algorithm attains a nearly optimal competitive ratio, as no deterministic algorithm

can have a ratio smaller than Ω(log |F| · log |C|/(log log |F|+ log log |C|)). This follows by the

lower bound for the online set cover problem [AAA+
06, AAA+

09] and holds even for uniform

facility costs. If we restrict our attention to the polynomial-time deterministic solution, then

a stricter lower bound of Ω(log |F| · log |C|) holds (assuming BPP 6= NP) [Kor04].
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Challenges. The description of the randomized algorithm by Alon et al. [AAA+
06] given

above seems deceptively simple, but it hides an important and subtle property, implicitly

exploited by the authors. Namely, the threshold θ f is common for facility f and all connections

to it. This ensures the necessary dependency: once min{xc, f , y f } ≥ θ f , the rounding purchases

both facility f and a connection from c to f . (Note that the left-hand side of this inequality is the

amount that their fractional solution controls.)

It is unclear how to directly extend this property to deterministic rounding. A straightfor-

ward attempt would be to focus on facilities only and round them in a deterministic fashion

ensuring the necessary coverage of each client. However, neglecting the connection costs in the

rounding process easily leads to a situation, where the facilities are rounded “correctly”, but

the cost of connecting a client to the closest open facility in the integral solution is incomparably

larger than the corresponding fractional cost.

We note that all known deterministic schemes that round fractional solutions generated

by the multiplicative updates operate in rather limited scenarios, where elements have to be

covered or packed and all important interactions between elements are handled at the time

of constructing the fractional solution. This is the case for the deterministic rounding for the

set cover problem [AAA+
09, BN09] and the throughput-competitive virtual circuit routing

problem [AAP93, BN09]. These methods are based on derandomization of the method of

pessimistic estimators [Rag88] in an online manner, by transforming a pessimistic estimator

into a potential function [You95] that can be controlled by the deterministic rounding process.

Our techniques. In our solution, we create a new linear relaxation of the problem. We first

round the graph distances to powers of 2. For any client, we cluster facilities that have the same

distance to this client. (Note that such clusters are client-dependent.) To solve the fractional

variant, we run two schemes in parallel: we increase connection variables xc,t corresponding to

clusters at distance t, and increase facility variables y f for all facilities in “reachable” clusters

(where the corresponding connection variables are 1). The increases in these variables use two

different frameworks: dual fitting for linear increases of connection variables and a primal-dual

scheme involving multiplicative updates for facility variables. Ensuring an appropriate balance

between these two different types of updates is one of the technical difficulties that we tackle

in this chapter.

We stop increasing variables once there exists a collection of clusters that are both “frac-

tionally open” (sum of variables y f within these clusters is Ω(1)) and “reachable” by the
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considered client. To argue about the existence of such a collection, we use both LP inequalities

and structural properties of our fractional algorithm.

Finally, we construct a deterministic rounding routine. We focus on facilities only, neglecting

whether particular clients are active or not and how far they are from a given facility. However,

we strengthen rounding properties, ensuring, for (some) collections of clusters, that if the sum

of opening variables in these collections is Ω(1), then the integral solution contains an open

facility in one of these clusters. This ensures that, for a considered client c, the integral solution

contains a facility whose distance from c is asymptotically not larger than the cost invested for

connecting c in the fractional solution. Ultimately, this yields the desired dependency between

facilities and connections.

Note about up-front knowledge of the facility-client graph. Unlike for the randomized

variant, obtaining sub-linear guarantees for a deterministic solution requires knowing a priori

the set of potential client-facility connections. To see this, consider a graph of |F| facilities

with unit opening costs and the set of |C| = |F| clients. The graph edges are constructed

dynamically as clients are activated and all revealed possible connections are of cost 0. The

first active client can be connected to all facilities. Each subsequent client can be connected to

all facilities but the ones already open by an algorithm. This way an online algorithm needs

to eventually open all facilities, for a total cost of |F|. On the other hand, the offline optimal

algorithm can open the last facility opened by an online algorithm and connect all clients to

this facility paying just 1. Thus, under the unknown-graph assumption, the competitive ratio

of any deterministic algorithm would be at least |F|.

2.1.4 Preliminaries and chapter organization

Let TG contain all powers of two between the largest and the smallest positive distance

(inclusively) and also number 0. In particular, TG contains all distances in G and |TG| ≤

2 + log ∆G. Whenever G is clear from the context, we drop the G subscript.

We may assume that F contains at least two facilities and C contains at least two clients, as

otherwise the problem becomes trivial. For a facility f ∈ F, let set( f ) be the set of clients that

may be connected to f . For any client c ∈ C and distance t ∈ T, cluster Fc,t contains all facilities

that are incident to c using edges of cost t. Note that for a fixed c, clusters Fc,t are disjoint (no

client has two connections of different costs to the same facility).
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Powers-of-two assumption. In the whole chapter, we assume that all facilities and connection

costs are either equal to 0 or are powers of 2 and are at least 1. This can be easily achieved by

initial scaling of positive costs and distances, so that they are at least 1 and rounding positive

ones up to the nearest power of two. This transformation changes the competitive ratio at most

by a factor of 2.

Chapter overview. Our core approach is to solve a carefully crafted fractional relaxation of

the problem (Section 2.2), and then round it in a deterministic fashion (Section 2.3). This

way, we obtain a deterministic online algorithm Int that on any input (G = (F, C, E, cost); A)

computes a feasible solution of cost

Int(G; A) ≤ O(log |F| · (log |C|+ log log ∆G)) ·Opt(G; A) + 2 ·max
f∈F

cost( f ).

Moreover Int runs in time poly(|G|, |A|, maxe∈E cost(e), max f∈F cost( f )). In Section 2.4, we

apply doubling and edge pruning techniques, to get rid of dependencies on costs in the running

time and on ∆G in the competitive ratio, achieving guarantees of Theorem 2.1.

2.2 Fractional solution

We fix an instance (G = (F, C, E, cost); A) of the online non-metric facility problem. For

each facility f , we introduce an opening variable y f ≥ 0 (fractional opening of f ) and for each

client c and each distance t ∈ T a connection variable xc,t ≥ 0. Intuitively, xc,t denotes how

much, fractionally, client c invests into connections to facilities from cluster Fc,t. For any set F′

of facilities we use y(F′) as a shorthand for ∑ f∈F′ y f .

Primal Program. After k clients from A arrive (we denote their set by Ak), we consider the

following linear program Pk.

minimize ∑
f∈F

cost( f ) · y f + ∑
c∈Ak

∑
t∈T

t · xc,t

subject to xc,t ≥ zc,t for all c ∈ Ak, t ∈ T,

y(Fc,t) ≥ zc,t for all c ∈ Ak, t ∈ T,

∑
t∈T

zc,t ≥ 1 for all c ∈ Ak,

and non-negativity of all variables.
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Serving Constraints. The LP constraints combined are equivalent to the set of the following

(non-linear) requirements

∑
t∈T

min {xc,t, y(Fc,t)} ≥ 1 for all c ∈ Ak. (2.1)

We call (2.1) for client c the serving constraint for client c. In our description, we omit variables zc,t

and the original constraints, ensuring only that the serving constraints hold and implicitly

setting zc,t = min{xc,t, y(Fc,t)}.

The LP above is indeed a valid relaxation of the facility location problem. To see this, take

any feasible integral solution. For any facility f opened in the integral solution, set variable y f

to 1. For each client c connected to facility f , set variable xc,τ to 1, where τ = cost( f , c). This

guarantees that min{xc,τ, y(Fc,τ)} = 1, and thus the serving constraint (2.1) is satisfied for each

client c.

Dual Program. The program Dk dual to Pk is

maximize ∑
c∈Ak

γc

subject to γc ≤ αc,t + βc,t for all c ∈ Ak, t ∈ T,

αc,t ≤ t for all c ∈ Ak, t ∈ T,

∑
c∈set( f )∩ Ak

βc, cost( f ,c) ≤ cost( f ) for all f ∈ F,

and non-negativity of all variables.

2.2.1 Overview

Our algorithm Frac creates a solution to Pk, ensuring that the serving constraint (2.1) holds

for all clients c ∈ Ak. As outlined in the introduction, the computed solution guarantees some

additional properties that are useful for the rounding part later.

Whenever a client c arrives, Frac increases connection variables xc,t one by one starting

from the smallest t, at the pace proportional to 1/t. We ensure that xc,t ∈ [0, 1], i.e., once any of

these variables reaches 1, Frac stops increasing them. A distance t, for which xc,t = 1, is called

saturated.

In parallel to manipulating variables xc,t, Frac increases all variables y f for facilities

reachable from client c using saturated distances. The variables y f are increased using the

multiplicative update rule [AHK12] (scaled appropriately to take costs of facilities into account).
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Together with the solution to Pk, Frac also constructs an almost-feasible solution to Dk.

That is, its solution to Dk is feasible when all dual variables are scaled down by a factor of

O(log |F|). By the weak duality, the scaled-down value of this solution serves as a lower-bound

for the optimum. Thus, as typical for the primal-dual type of analysis, the dual variables can

be thought of as budgets whose increase balances the increase of primal variables.

2.2.2 Algorithm FRAC

At the very beginning, before any client arrives, Frac sets all variables y f to 0 for all

positive-cost facilities and to 1 for zero-cost ones. There are no other variables as the set A0 of

active clients is empty. Note that the dual program already contains the last type of constraints,

but the sums on their left-hand sides range over empty sets of β variables, and hence these

constraints are trivially satisfied.

Whenever a new client c arrives in step k, Frac updates the primal (dual) programs from

Pk−1 (Dk−1) to Pk (Dk), and then computes a feasible solution to Pk (based on the already

created solution to Pk−1) and a nearly-feasible solution to Dk.

New variables in primal and dual programs: Frac sets xc,t ← 0 for all t ∈ T \ {0} and sets

xc,0 ← 1. In the dual solution, it sets γc ← 0, αc,t ← 0 and βc,t ← 0 for all t ∈ T.

Update primal program: A new serving constraint ∑t∈T min{xc,t, y(Fc,t)} ≥ 1 appears in the

primal program (and is violated unless y(Fc,0) ≥ 1). As we never decrease primal

variables, the serving constraints (2.1) that existed already in Pk−1 are satisfied and will

not become violated.

Update dual program: New constraints appear in the dual program and new variables βc,t

appear on the left-hand side of the already existing inequalities. Since the new variables

are initialized to 0, the validity of all dual constraints is unaffected.

Update primal and dual solutions: Let T1
c = {t ∈ T : xc,t ≥ 1} be the set of saturated

distances, i.e., initially Frac sets T1
c ← {0}. While the serving constraint for c is violated,

Frac executes the update operation consisting of the following steps:

1. Set γc ← γc + 1.

2. For each t ∈ T, independently, adjust one dual variable: if t ∈ T1
c , then set βc,t ←

βc,t + 1 and otherwise set αc,t ← αc,t + 1.
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3. If T1
c ( T, choose active distance t∗ ← min(T \ T1

c ) to be the smallest non-saturated

distance, and then set xc,t∗ ← xc,t∗ + 1/t∗. (Note that 0 ∈ T1
c , and thus t∗ > 0.)

4. For any facility f ∈ ⊎t∈T1
c

Fc,t, independently, perform augmentation of y f , setting

y f ←
(

1 +
1

cost( f )

)
· y f +

1
|F| · cost( f )

.

5. Update the set of saturated distances, setting T1
c ← {t ∈ T : xc,t ≥ 1}.

We now argue that if variable y f is augmented in Step 4, then cost( f ) > 0 (i.e., Step 4 is well

defined). Let τ = cost(c, f ). As y f is augmented, the distance τ is saturated (xc,τ = 1). If

cost( f ) = 0, then y f would have been initialized to 1, and then y(Fc,τ) ≥ 1, in which case the

serving constraint for c would be already satisfied.

Side note about T. For the sake of coherence and more streamlined analysis, Frac increases

also connection variables xc,t to empty sets Fc,t, i.e., invests into distances to non-existing facili-

ties. Fixing this overspending would not lead to asymptotic improvement of the performance.

2.2.3 Structural properties

We focus on a single client c processed by Frac. We start with a property of connection

variables xc,t. The distances from T that are neither saturated nor active are called inactive. The

following claim follows by an immediate induction on update operations performed by Frac.

Lemma 2.1. At all times when a client c is considered, xc,t ∈ [0, 1] for any t ∈ T. In particular,

xc,t = 1 for any saturated distance t ∈ T1
c . Furthermore,

1. either all distances are saturated,

2. or there exists an active distance t∗ > 0, such that (i) all smaller distances are saturated, and (ii)

all larger distances are inactive and the corresponding variables xc,t are equal to zero.

Augmentation is performed on variables y f corresponding to facilities whose distance from c is saturated.

Lemma 2.2. On any input (G = (F, C, E, cost); A), Frac returns a feasible solution and runs in time

poly(|G|, |A|, maxe∈E cost(e), max f∈F cost( f )).

Proof. Fix any client c ∈ A. By the definition of Frac, it takes t update operations to increase

value xc,t from 0 to 1. Hence, after ∑t∈T t < 2 ·maxe∈E cost(e) update operations, all connection

variables are equal to 1. From that point on, all variables y f for f ∈ ⊎t∈T Fc,t are augmented
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in each update operation. Each variable y f can be augmented at most |F| · cost( f ) times till

it reaches or exceeds 1. That is, after at most 2 ·maxe∈E cost(e) + |F| ·max f∈F cost( f ) update

operations, the serving constraint is satisfied, i.e., the generated solution is feasible.

The following lemma shows the crucial property of Frac. Namely for any client c, there

exist a “good” distance τ, such that the collection of clusters Fc,t at distance t ≤ τ is together

fractionally half-open and that Frac invested Ω(τ) into connecting client c. For any client c and

distance t ∈ T, we define a set Sc,t to be a collection of clusters alluded to in the introduction.

Sc,t =
⊎

t′∈T : t′≤t

Fc,t′

Lemma 2.3. Once Frac finishes serving client c, there exists a distance τ ∈ T, such that y(Sc,τ) ≥ 1/2

and ∑t∈T t · xc,t ≥ τ/2.

Proof. We consider the state of variables once Frac finishes serving client c. Let t∗ > 0 be the

largest distance from T for which xc,t∗ > 0. As the serving constraint for client c is satisfied, we

have

1 ≤ ∑
t∈T

min {xc,t, y(Fc,t)} = min {xc,t∗ , y(Fc,t∗)}+ ∑
t∈T : t<t∗

min {xc,t, y(Fc,t)} . (2.2)

We pick τ depending on the value of the last term of (2.2).

If min{xc,t∗ , y(Fc,t∗)} ≥ 1/2, we set τ = t∗. Then, y(Sc,τ) ≥ y(Fc,τ) ≥ min{xc,τ, y(Fc,τ)}

≥ 1/2, and the first condition of the lemma follows. Furthermore, ∑t∈T t · xc,t ≥ τ · xc,τ ≥ τ/2.

Otherwise, min {xc,t∗ , y(Fc,t∗)} < 1/2, and then, by (2.2), ∑t∈T : t<t∗ min{xc,t, y(Fc,t)} ≥ 1/2.

In such case, we choose τ as the largest distance from T smaller than t∗. Then

y(Sc,τ) = ∑
t∈T : t≤τ

y(Fc,t) ≥ ∑
t∈T : t≤τ

min{xc,t, y(Fc,t)} ≥ 1/2,

i.e., the first condition of the lemma holds. By Lemma 2.1, either t∗ is active at the end of

processing c or all distances become saturated and t∗ is the largest distance from T. In either

case, xc,t = 1 for any distance t < t∗, and thus in particular xc,τ = 1. Hence, the second part of

the lemma holds as ∑t∈T t · xc,t ≥ τ · xc,τ = τ.

2.2.4 Dual solution is almost feasible

Using primal-dual analysis, we may show that the generated dual solution violates each

constraint at most by a factor of O(log |F|).

Lemma 2.4. For any facility f , Frac augments y f at most O(log |F|) · cost( f ) times.
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Proof. First, we observe that variable y f can be augmented only if prior to augmentation it

is smaller than 1. To show that, observe that the augmentation of y f occurs only when Frac

processes an active client c ∈ set( f ). Let τ = cost( f , c), i.e., f ∈ Fc,τ. As Frac augments y f ,

the distance τ must be saturated, i.e., xc,τ = 1. On the other hand, the serving constraint (2.1)

is not satisfied when y f is augmented, and thus min{xc,τ, y(Fc,τ)} < 1 which implies that y f

must be strictly smaller than 1.

In particular, if cost( f ) = 0, then y f is set to 1 immediately at the beginning, and hence no

augmentation of y f is ever performed, and the lemma follows trivially. As all non-zero costs

are at least 1, below we assume cost( f ) ≥ 1.

During the first cost( f ) augmentations, the value of y f increases from 0 to at least 1/|F|

(due to additive increases). Next, during the subsequent dlog1+1/cost( f ) |F|e augmentations,

the value of y f reaches at least 1 (due to multiplicative increases), and hence it will not be

augmented further. In total, the number of augmentations is upper-bounded by cost( f ) +

dlog1+1/cost( f ) |F|e = O(log |F|) · cost( f ). In the last relation, we used cost( f ) ≥ 1.

Lemma 2.5. Frac violates each dual constraint at most by a factor of O(log |F|).

Proof. We show the claim for all types of constraints in the dual program.

1. Each dual constraint γc ≤ αc,t + βc,t always holds with equality as together with γc, for

each t ∈ T, Frac increments either αc,t or βc,t.

2. Consider a constraint αc,t ≤ t. Initially αc,t = 0 when client c appears, and it is incremented

in an update operation only if distance t is not saturated. Distances are processed from

the smallest to the largest, and it takes exactly t′ update operations for a distance t′ ∈ T to

become saturated. Therefore, αc,t can be incremented at most ∑t′∈T:t′≤t t′ times. If t = 0,

then αc,t = 0 trivially. Otherwise, we use the fact that T \ {0} contains only powers of 2,

and hence αc,t ≤ ∑t′∈T:t′≤t t′ < 2 · t.

3. Finally, fix any facility f ∗ ∈ F and consider the constraint ∑c∈set( f ∗)∩ Ak
βc, cost( f ∗,c) ≤

cost( f ∗). We want to show that this constraint is violated at most by a factor of O(log |F|),

i.e., that

∑
c∈set( f ∗)∩ Ak

βc, cost( f ∗,c) ≤ O(log |F|) · cost( f ∗). (2.3)

The left-hand side of (2.3) is initially 0 and it is incremented only when Frac processes

some active client c∗ ∈ set( f ∗). In a single update operation, Frac may increment

multiple β variables, but only one of them, namely βc∗, cost( f ∗,c∗), contributes to the growth



22 CHAPTER 2. NON-METRIC FACILITY LOCATION

of the left-hand side of (2.3). If variable βc∗, cost( f ∗,c∗) is incremented, it means that the

distance τ = cost( f ∗, c∗) is already saturated, i.e., τ ∈ T1
c∗ . Thus, in the same update

operation, Frac augments all variables y f for f ∈ ⊎t∈T1
c∗

Fc∗,t. This set of facilities includes

cluster Fc∗,τ and thus also facility f ∗. By Lemma 2.4, the augmentation of y f ∗ may happen

at most O(log |F|) · cost( f ∗) times, which implies our claim.

2.2.5 Competitive ratio of FRAC

Finally, we show that in each update operation the growth of the primal cost is at most

constant times the growth of the dual cost. This will imply the competitive ratio of Frac.

Lemma 2.6. For any step k, the value of the solution to Pk computed by Frac is at most 3 times the

value of its solution to Dk.

Proof. As the values of both solutions are initially zero, it suffices to analyze the growth of the

primal and dual objectives for a single update operation. The value of the dual solution grows

by 1 as γc is incremented only for the requested client c. Thus, it is sufficient to show that the

primal solution increases at most by 3.

By y f , xc,t and T1
c , we understand the values of these variables before an update operation.

Let F1 =
⊎

t∈T1
c

Fc,t. As the serving constraint for client c is not satisfied at that point,

1 > ∑
t∈T

min {xc,t, y(Fc,t)} ≥ ∑
t∈T1

c

min {xc,t, y(Fc,t)} ≥ ∑
t∈T1

c

y(Fc,t) = y(F1). (2.4)

In the last inequality we used that (by Lemma 2.1), T1
c = {t ∈ T : xc,t = 1}. The last equality

follows as sets Fc,t are disjoint for different t.

Within a single update operation, let ∆xc,t and ∆y f be the increases of variables xc,t and y f ,

respectively. By Lemma 2.1, Frac increases one connection variable xc,t∗ for an active distance t∗

(and no connection variable if there is no active distance) and performs augmentations of y f

for all f ∈ F1. The increase of the primal value is then

∆P = ∑
t∈T

t · ∆xc,t + ∑
f∈F1

cost( f ) · ∆y f ≤ 1 + ∑
f∈F1

cost( f ) ·
(

y f

cost( f )
+

1
|F| · cost( f )

)
= 1 + y(F1) +

|F1|
|F| < 3,

where the last inequality follows by (2.4).

Lemma 2.7. For any input (G = (F, C, E, cost); A), it holds that Frac(G; A) ≤ O(log |F|) ·

Opt(G; A).



2.3. DETERMINISTIC ROUNDING 23

Proof. Let k be the total number of active clients in A, and let val(Pk) and val(Dk) be the values

of the final primal and dual solutions generated by Frac. Then,

Frac(G; A) = val(Pk) ≤ 3 · val(Dk) (by Lemma 2.6)

≤ O(log |F|) ·Opt(G; A) (by Lemma 2.5 and weak duality).

2.3 Deterministic rounding

Now we define our deterministic algorithm Int, which rounds the fractional solution

computed by Frac. For a client c ∈ A, Int observes the actions of Frac while processing c

and on this basis makes its own decisions. First, Int processes augmentations of variables y f

performed by Frac, and purchases some facilities. Once Frac finishes handling client c, Int

connects c to the closest open facility. (We show below that such facility exists.)

2.3.1 Purchasing facilities: properties of INTFAC

Purchasing facilities by Int is based solely on graph G and on updates of variables y f

produced by Frac. In particular, it neglects whether a given client is active or not. We use

integral variables ŷ f ∈ {0, 1} to denote whether Int opened facility f . Furthermore, for any

set F′ we use ŷ(F′) as a shorthand for ∑ f∈F′ ŷ f .

The following lemma is an adaptation of the deterministic rounding routine for the set

cover problem by Alon et al. [AAA+
09] and its proof is postponed to Section 2.3.3.

Lemma 2.8. Fix any input (G = (F, C, E, cost); A). Initially, ŷ f = y f = 0 for any f ∈ F. There

exists a deterministic polynomial-time online algorithm IntFac that transforms increments of fractional

variables y f to increments of integral variables ŷ f ∈ {0, 1}, so that

• condition y(Sc,t) ≥ 1/2 implies ŷ(Sc,t) ≥ 1 for any client c ∈ C (active or inactive) and any

t ∈ T,

• ∑ f∈F cost( f ) · ŷ f ≤ O(log |C× T|) ·∑ f∈F cost( f ) · y f + 2 ·max f∈F cost( f ).

2.3.2 Connecting clients

Once Int purchases facilities using deterministic routine IntFac (cf. Lemma 2.8), it connects

client c to the closest open facility. Now we show that such a facility indeed exists and we

bound the competitive ratio of Int.
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Lemma 2.9. On any input (G; A), the solution generated by Int is feasible and the total cost of

connecting clients by Int is at most 2 · Frac(G; A).

Proof. Fix any client c ∈ A. By Lemma 2.3, there exists a distance τ ∈ T such that y(Sc,τ) ≥ 1/2

and ∑t∈T t · xc,t ≥ τ/2. By Lemma 2.8, once Int purchases facilities, it holds that ŷ(Sc,τ) ≥ 1. It

means that at least one facility is opened in set Sc,τ, i.e., at distance at most τ from c.

Therefore, Int is feasible and by connecting client c to the closest open facility, it ensures

that the connection cost is at most τ ≤ 2 · ∑t∈T t · xc,t. The proof is concluded by observing

that ∑t∈T t · xc,t is the connection cost of Frac that can be attributed solely to the connection of

client c.

Lemma 2.10. For any input (G = (F, C, E, cost); A), it holds that Int(G, A) ≤ q · log |F| · (log |C|+

log log ∆G) ·Opt(G, A) + 2 ·max f∈F cost( f ), where q is a universal constant not depending on G

or A. Furthermore, Int runs in time polynomial in |G|, |A|, maxe∈E cost(e), and max f∈F cost( f ).

Proof. Let ρ = max f∈F cost( f ). Then,

Int(G; A) ≤ ∑
f∈F

cost( f ) · ŷ f + 2 · Frac(G; A) (by Lemma 2.9)

≤ O(log |C× T|) · Frac(G; A) + 2 · ρ (by Lemma 2.8)

= O((log |C|+ log |T|) · log |F|) ·Opt(G; A) + 2 · ρ (by Lemma 2.7).

The bound on the cost of Int is concluded by using |T| ≤ 2 + log ∆G.

By Lemma 2.2, Frac running time is poly(|G|, |A|, maxe∈E cost(e), max f∈F cost( f )). On top

of that, Int adds its own computations (in particular the rounding scheme of IntFac), whose

runtime is polynomial in |G| and |A|. This implies the second part of the lemma (the running

time of Int).

2.3.3 Purchasing facilities: algorithm INTFAC

We start with a technical claim and later we define our rounding procedure IntFac.

Lemma 2.11. Fix any q ∈ [0, 1/2] and any r ≥ 0. Let X be a binary variable being 0 with probability

p > 0. Then, E[exp(q · X)] ≤ exp(−(3/2) · q · ln p).
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Proof. Using the definition of X, we have

E[exp(q · X)] = p · e0 + (1− p) · eq = exp(ln p) + (1− exp(ln p)) · eq

≤ 1 + ln p− eq · ln p = 1− ln p · (eq − 1)

≤ 1− (3/2) · q · ln p

≤ exp(−(3/2) · q · ln p).

In the first inequality, we used that ex · 1 + (1− ex) · z ≤ (1 + x) · 1 + (−x) · z for any x ≤ 0 and

z ≥ 1 and in the second one, we used that ex − 1 ≤ 3x/2 for any x ∈ [0, 1/2].

Algorithm Description. As we mentioned earlier, our routine IntFac for rounding facilities

is an adaptation of the deterministic rounding procedure for the set cover problem by Alon et

al. [AAA+
09]. On the basis of the facility-client graph G, we define the set C× T of elements.

Intuitively, our solution Frac “covers” an element (c, t) ∈ C × T by fractionally opening

facilities from Sc,t. The routine IntFac deterministically rounds these covering choices.

Let ` = |C × T|, ρ = max f∈F cost(F) and b = 6 · ln ` = O(log |C × T|). We consider the

potential function Φ = Φ1 + Φ2, where

Φ1 = ∑
(c,t) : ŷ(Sc,t)=0

` 4·y(Sc,t) and Φ2 = ` · exp

(
∑
f∈F

cost( f )
2ρ

·
(
ŷ f − b · y f

))
.

Assume that Frac augmented variable y f . Then our algorithm IntFac chooses whether

to set ŷ f to 1 or not (purchase f or not), so that the potential Φ does not increase. (We again

emphasize that this choice neglects the current set of active clients.)

Correctness and Performance. In the lemma below, we show that IntFac is well defined,

i.e., it is possible to fix variable ŷ f , so that the potential Φ does not increase. This implies

that both Φ1 and Φ2 remain upper-bounded, which can be in turn used to show properties of

Lemma 2.8.

Lemma 2.12. Assume y f ∗ is increased by δ. If ŷ f ∗ = 1, then Φ does not increase. Otherwise, there is

a choice to either set ŷ f ∗ to 1 or not, so that Φ does not increase.

Proof. By y f and ŷ f , we mean the values of these variables before an update operation of Frac.

First, we assume ŷ f ∗ = 1. Increasing variable y f ∗ affects values of y(Sc,t) for f ∗ ∈ Sc,t: all

such y(Sc,t) increase by δ. However, for any element (c, t), such that f ∗ ∈ Sc,t, it holds that

ŷ(Sc,t) ≥ ŷ f ∗ = 1, i.e., element (c, t) is not counted in the sum occurring in Φ1. Thus, increasing
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variable y f ∗ does not affect Φ1. Furthermore, increasing y f ∗ and keeping ŷ f ∗ unchanged can

only decrease Φ2. Thus, Φ = Φ1 + Φ2 does not increase when ŷ f ∗ = 1.

Second, we consider the case ŷ f ∗ = 0. To show that either setting ŷ f ∗ to 1 or leaving it at 0

does not increase the potential, we use the probabilistic method and show that if we pick such

action randomly (setting ŷ f ∗ = 1 with probability 1− `−4·δ), then, in expectation, neither Φ1

nor Φ2 increases.

• As observed above, only elements (c, t) for which Sc,t contain f ∗ are affected by the

increase of y f ∗ and possible change of ŷ f ∗ . Let Q = {(c, t) : f ∗ ∈ Sc,t and ŷ(Sc,t) = 0} be

the set of such elements contributing to Φ1.

Fix any element (c, t) ∈ Q. Its initial contribution towards Φ1 is ` 4·y(Sc,t) and when y f ∗

increases, the contribution grows to ` 4·(y(Sc,t)+δ). However, with probability 1− `−4·δ,

variable ŷ f ∗ is set to 1, thus ŷ(Sc,t) grows from 0 to 1, and in effect element (c, t) stops

contributing to Φ1. Hence, the expected final contribution of element (c, t) towards Φ1

is ` 4·(y(Sc,t)+δ) · `−4·δ + 0 · (1− `−4·δ) = ` 4·y(Sc,t), i.e., is equal to its initial contribution.

Therefore, in expectation, the value of Φ1 is unchanged.

• It remains to bound the expected value of Φ2. Let Ŷ be the random variable equal to

the value of ŷ f ∗ after the random choice (i.e., Ŷ = 1 with probability 1− `−4·δ) and Φ′2

denote the value of Φ2 after increasing y f ∗ and after the random choice. Using y f ∗ = 0,

we obtain

Φ′2 = ` · exp

(
∑
f∈F

cost( f )
2ρ

·
(
ŷ f − b · y f

)
+

cost( f ∗)
2ρ

· Ŷ− b · cost( f ∗)
2ρ

· δ
)

= Φ2 · exp
(
cost( f ∗)

2ρ
· Ŷ
)
· exp

(
−b · cost( f ∗)

2ρ
· δ
)

.

To estimate E[Φ′2], we upper-bound the expected value of exp(Ŷ · cost( f ∗)/(2ρ)), using

Lemma 2.11 with q = cost( f ∗)/(2ρ) ≤ 1/2 and p = `−4·δ, obtaining that

E
[

exp
(
cost( f ∗)

2ρ
· Ŷ
)]
≤ exp

(
− (3/2) · cost( f ∗)

2ρ
· ln p

)
= exp

(
6 · ln ` · cost( f ∗)

2ρ
· δ
)

.

Therefore, E[Φ′2] ≤ Φ2 and the lemma follows.

We conclude this section with proof of Lemma 2.8 (restated below).

Lemma 2.8. Fix any input (G = (F, C, E, cost); A). Initially, ŷ f = y f = 0 for any f ∈ F. There

exists a deterministic polynomial-time online algorithm IntFac that transforms increments of fractional

variables y f to increments of integral variables ŷ f ∈ {0, 1}, so that
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• condition y(Sc,t) ≥ 1/2 implies ŷ(Sc,t) ≥ 1 for any client c ∈ C (active or inactive) and any

t ∈ T,

• ∑ f∈F cost( f ) · ŷ f ≤ O(log |C× T|) ·∑ f∈F cost( f ) · y f + 2 ·max f∈F cost( f ).

Proof. Initially, all variables y f and ŷ f are zero, and thus Φ = ∑(c,t)∈C×T `0 + ` · exp(0) = 2 · `.

By Lemma 2.12, the potential never increases. Since Φ2 is non-negative, any summand of Φ1 is

always at most 2 · ` ≤ `2. Therefore, 4 · y(Sc,t) ≥ 2 always implies ŷ(Sc,t) > 0, i.e., the first part

of the lemma follows.

To show the second part, we again use that Φ = Φ1 + Φ2 ≤ 2 · ` at any time. As Φ1 is

non-negative, Φ2 ≤ 2 · `. Substituting the definition of Φ2, dividing by `, and taking natural

logarithm of both sides yields

1
2ρ
· ∑

f∈F

(
ŷ f · cost( f )− b · y f · cost( f )

)
≤ ln(2) < 1.

Therefore, ∑ f∈F ŷ f · cost( f ) ≤ 2ρ + b ·∑ f∈F y f · cost( f ).

2.4 Handling large aspect ratios

The guarantee of Lemma 2.10 has two deficiencies: (i) the bound on the competitive ratio

of Int depends on the aspect ratio of G and on the cost of the most expensive facility, (ii) the

running time of Int depends on the maximal cost in graph G (which can be exponentially large

in the input description). We show how to use cost doubling and edge pruning to handle these

issues, creating our final deterministic solution Det and proving the main theorem (restated

below).

Theorem 2.1. There exists a deterministic polynomial-time O(log |F| · (log |C|+ log log |F|))-competi-

tive algorithm for the online non-metric facility location problem on set F of facilities and set C of

clients.

Proof. Fix facility-client graph G = (F, C, E, cost) for the non-metric facility location problem.

Recall that we assumed that all non-zero costs and distances in G are powers of 2 and are at

least 1. Let R = log |F| · (log |C|+ log log(|F| · |C|)).

We now construct a deterministic algorithm Det which is O(R)-competitive on an in-

put (G; A). Let q be the constant from Lemma 2.10. Det operates in phases, numbered from 0.

In phase j, it executes the following operations.
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1. Det pre-purchases all facilities and edges of G whose cost is smaller than 2j/(|F| · |C|).

2. Det creates an auxiliary facility-client graph G̃j applying the following modifications

to G.

• First, Det creates graph Gj containing only edges and facilities from G whose

individual cost is at most 2j. It also removes connections to facilities that have been

removed in this process.

• Second, the costs of all facilities and edges that have been pre-purchased by Det

are set to zero in Gj. In a result, Gj is a sub-graph of G with adjusted distances and

costs of facilities, has the same set of clients, its set of facilities is a subset of F, and

∆Gj ≤ |F| · |C|.

• Third, G̃j is the modified version of Gj, where all costs have been scaled down, so

that the smallest positive cost is equal to 1. We denote the scaling factor by hj ≤ 1.

3. Det simulates algorithm Int on input (G̃j; A). That is, for a client c ∈ A, Det verifies

whether the overall cost of Int (including serving c) remains at most hj · (q · R + 2) · 2j.

In such case, Det outputs the choices of Int for client c as its own. We emphasize that

Int is run also on clients that have been already served in the previous phases; in effect,

Det may purchase the same facilities or connections multiple times.

4. Eventually, either the sequence A of active clients ends and the total cost of Int on (G̃j; A)

is at most hj · (q · R + 2) · 2j (in which case Det terminates as well) or the purchases made

by Int, while handling a client c ∈ A, caused its cost to exceed hj · (q · R + 2) · 2j. (This

includes the special case where c is disconnected from all facilities in G̃j, because all

edges incident to c in G were either more expensive than 2j or were leading to facilities

more expensive than 2j.) In the case of exceeded cost, Det disregards the decisions of Int

for client c, terminates Int, and starts phase j + 1, processing also all clients that were

already served in phase j.

We now analyze the performance of Det. Let k = dlog(Opt(G; A))e ≥ 0. We show that Det

terminates latest in phase k. Assume that Det has not finished within phases 0, 1, . . . , k− 1. In

phase k, Det creates auxiliary graphs Gk and G̃k, and runs Int on graph G̃k. Graph Gk contains

all edges of G of cost at most 2k; their cost in Gk is the same or reset to zero. As Opt(G; A) ≤ 2k,

Opt(G; A) purchases only edges that are in Gk, and thus Opt(G; A) is also a feasible solution

to instance (Gk; A). Thus, Opt(Gk; A) ≤ Opt(G; A) ≤ 2k. As G̃k is the scaled-down copy of Gk,

Opt(G̃k; A) = hk ·Opt(Gk; A) ≤ hk · 2k.
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Let F̃k be the set of facilities of graph G̃k and ˜costk( f ) is the cost of opening facility f in

graph G̃k. Clearly, |F̃k| ≤ |F| and ˜costk( f ) ≤ hk · cost( f ) for any f ∈ F. By our construction,

∆G̃k
= ∆Gk ≤ |F| · |C|. Hence, Lemma 2.10 implies that

Int(G̃k; A) ≤ q · log |Fk| ·
(

log |C|+ log log ∆G̃k

)
·Opt(G̃k; A) + 2 ·max

f∈F̃k

˜costk( f )

≤ hk · q · log |F| · (log |C|+ log log(|F| · |C|)) · 2k + 2 · hk · 2k

= hk · (q · R + 2) · 2k.

Therefore, Int is not terminated prematurely within phase k because of high cost and it finishes

the entire sequence A. This implies the feasibility of Int: it serves all clients latest in phase k.

To bound the total cost of Det, recall that at the beginning of phase j, Det purchases at

most |F| · |C| edges and at most |F| facilities, each of cost at most 2j/(|F| · |C|). The associated

overall cost is at most 2 · 2j. The cost of the subsequent execution of algorithm Int on G̃j is, by

our termination rule, at most hj · (q · R + 2) · 2j, and thus the cost incurred by repeating Int’s

actions on G is at most (q · R+ 2) · 2j. The overall cost is then Det(G; A) ≤ ∑k
j=0(q · R+ 4) · 2j =

O(R) · 2k = O(R) ·Opt(G; A) = O(log |F| · (log |C|+ log log |F|)) ·Opt(G; A).

For the running time of Det, we note that in phase j, Int is run on a graph G̃j whose smallest

cost is 1, and hence the largest cost is at most ∆G̃j
= ∆Gj ≤ |F| · |C|. Thus, by Lemma 2.10, the

running time of Int in a single phase is polynomial in |G| and |A|, and the number of phases

is logarithmic in the maximum cost occurring in G, and thus also polynomial in |G|.

2.5 Remarks and applications

2.5.1 Previous (unpublished) algorithm for non-metric facility location

As already mentioned in the introduction, one can obtain an algorithm with a slightly

worse competitive ratio by using an online reduction to the set cover problem by Kolen and

Tamir [KT90], which we present in this section.

We will show their reduction in three steps. First, for a given non-metric facility location

input INFL, we construct an instance of set cover problem ISC. Second, we show how to

translate an online set cover algorithm into an online algorithm for non-metric facility location.

To this end, we show what facilities and connections are purchased as the algorithm buys more

sets. The cost of the resulting solution to INFL will be bounded by the cost of solution to ISC.

Third, from any solution to INFL, we create a solution to ISC of comparable cost. We use this

to relate the costs of optimal solutions to both problems.
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Inputs. Fix INFL = ((F, C, E, cost); A). Let T = {cost( f , c) : f ∈ F, c ∈ C} be the set of all

distances appearing in INFL (recall that we assumed that all distances are either 0 or a power

of two). We define ISC = (S, U, cost; V) to be an input to the set cover problem, where V ⊆ U

is the sequence of elements to be covered. The universe U contains two types of elements: For

each client c ∈ C, we include a real element ec in U and for each client c ∈ C and distance t ∈ T

we have a virtual element ec,t in U. Similarly, the set family S contains two types of sets. For

each facility f ∈ F we have a real set s f in S with cost(s f ) = cost( f ) and for each client c ∈ C

and distance t ∈ T we have a virtual set sc,t in U with cost(sc,t) = t.

The idea of this constructions is to use real sets and elements for satisfying the coverage

requirement of facility location. The virtual elements and sets will ensure that the connection

cost is properly paid by the set cover solution.

An element ec for client c ∈ C is in set s f if facility f can cover c. For client c ∈ C and

distance t ∈ T, an element ec,t can be covered by set sc,t and by all sets s f for facilities f

that are closer than t from c, i.e., if cost( f , c) < t. When client c appears in the input

sequence INFL (i.e., c ∈ A), we add to the set V of active elements ec and ec,t for all t ∈ T. That

is, V = {ec : c ∈ A} ] {ec,t : c ∈ A, t ∈ T}.

Algorithm. Suppose we have a deterministic online algorithm AlgSC for the set cover problem.

We will define a deterministic online algorithm AlgNFL for the non-metric facility location

problem, such that

AlgNFL(INFL) ≤ 2 ·AlgSC(ISC). (2.5)

When AlgSC buys set s f corresponding to a facility f ∈ F, AlgNFL simply purchases

facility f . Algorithm AlgNFL connects an active client c ∈ A to the closest open facility (such

facility exists because ec has to be covered by a real set, which corresponds to some facility).

It remains to bound the cost. The opening cost of AlgNFL is clearly equal to the cost of real

sets purchased by AlgSC. To bound the connection cost, observe that if AlgNFL connects client c

to facility f at distance t = cost( f , c), then in the solution of AlgSC, all elements ec,t′ for t′ ≤ t

are covered by virtual sets sc,t′ . This incurs a cost of at most ∑t′∈T:t′≤t t′ < 2 · t = 2 · cost( f , c).

Summing over all clients and facilities yields (2.5).

Optima. To lower bound the cost of optimal solution to INFL, we define an offline algorithm

Off for the set cover problem. The algorithm Off buys all real sets that correspond to facilities

opened in Opt(INFL). When an active client c is connected to facility f with cost( f , c) = t,
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all virtual sets sc,t′ for t′ ≤ t are purchased. The cost of purchased real sets equals the cost

of opened facilities, while the cost of all virtual sets is at most twice the connection cost of

Opt(INFL).

To show the feasibility of solution Off(ISC), fix c ∈ A be an active client. Let f be the

facility it is connected to in the solution Opt(ISC). Active element ec, as well as elements ec,t′

for t′ > dist( f , c) are covered by set s f . For the remaining distances t′ ≤ dist( f , c), clients ec,t′

are covered by the virtual sets sc,t′ . Therefore, the cost of optimal solution to ISC does not

exceed the cost of solution Off(ISC) and thus

2 ·Opt(INFL) ≥ Off(ISC) ≥ Opt(ISC). (2.6)

Wrapping up. In this section, we presented a reduction, which transforms an instance

of the non-metric facility location problem into an instance of the set cover problem with

|F|+ |C| · log ∆G sets and |C|+ |C| · log ∆G elements. By, (2.5) and (2.6), c-competitive algorithm

for this instance of the set-cover problem can be transformed into 4 · c-competitive algorithm

for the non-metric facility location problem.

Using this reduction together with doubling techniques described in Section 2.4 and the

deterministic algorithm for the online set cover problem by Alon et al. [AAA+
09] yields

a solution to the non-metric facility location problem whose competitive ratio is O((log |C|+

log |F|) · (log |C|+ log log |F|)).

2.5.2 Application to online node-weighted Steiner tree

Our result for the non-metric facility location problem has an immediate application for the

online node-weighted Steiner tree (NWST) problem, where the graph consists of ` nodes and

an online algorithm is given k terminals to be connected. Namely, the randomized solution

for the online NWST problem by Naor et al. [NPS11] is in fact a deterministic polynomial-

time “wrapper” around randomized routine solving the non-metric facility location problem.

To solve an instance of the NWST problem, their algorithm constructs a sub-instance of

non-metric facility location with O(`) facilities, O(`) potential clients, and O(k) active clients.

Such instance can be solved by the randomized algorithm of Alon et al. [AAA+
06] with the

competitive ratio of O(log k · log `). The wrapper adds another O(log k) factor in the ratio,

resulting in an O(log2 k · log `)-competitive algorithm.

Our deterministic algorithm, when applied to this setting would be O(log2 `)-competitive

on the constructed non-metric facility location sub-instance. Therefore, by replacing the
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randomized algorithm by Alon et al. [AAA+
06] with our deterministic one, we immediately

obtain the first online deterministic solution for online NWST.

Corollary 2.1. There exists a polynomial-time deterministic online algorithm for the node-weighted

Steiner tree problem, which is O(log k · log2 `)-competitive on graphs with ` nodes and k terminals.

We note that the currently best solution for the node-weighted Steiner tree is randomized

and achieves the ratio of O(log2 `) [HLP17, HLP14] and the best known lower bound for

deterministic algorithms is Ω(log ` · log k/(log log `+ log log k)) [NPS11, AAA+
09].



Chapter 3

Matching with delays

3.1 Introduction

In this chapter, we give a deterministic online algorithm for the problem of matching with

delays [EKW16, ACK17]. For an informal description, imagine that there are players who are

logging in real time into a gaming service, each wanting to compete with another human player.

The system pairs the players according to their known capabilities, such as playing strength,

and a decision with whom to match a given player can be delayed until a reasonable match is

found. That is, the website tries to simultaneously minimize two objectives: the waiting times

of players and their dissimilarity, i.e., each player would like to play with another one with

comparable capabilities. An algorithm running the website has to work online, without the

knowledge about future player arrivals and make its decision irrevocably: once two players are

paired, they remain paired forever.

3.1.1 Problem definition

More formally, in the problem of matching with delays there is a metric space M with

a distance function dist : M×M→ R, both known from the beginning to an online algorithm.

The online part of the input is a sequence of 2m requests {(pi, ti)}2m
i=1, where point pi ∈ M

corresponds to a player in our informal description above and ti is the time of its arrival

satisfying t1 ≤ t2 ≤ . . . ≤ t2m. The integer m is not known a priori to the online algorithm.

At any time τ, the online algorithm may decide to match any pair of requests (pi, ti) and

(pj, tj) that have already arrived (τ ≥ ti and τ ≥ tj) and have not been matched yet. The cost

incurred by such matching edge is dist(pi, pj) + (τ − ti) + (τ − tj), i.e., the sum of the connection

33
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cost and the waiting costs of these two requests. The goal is to eventually match all requests and

minimize the total cost.

3.1.2 Previous work

The problem of matching with delays was introduced by Emek et al. [EKW16], who

presented a randomized O(log2 n + log ∆)-competitive algorithm. There, n is the number

of points in the metric space M and ∆ is its aspect ratio (the ratio between the largest and

the smallest distance in M). The competitive ratio was subsequently improved by Azar et

al. [ACK17] to O(log n). They showed that the competitive ratio of any randomized algorithm

is at least Ω(
√

log n). The currently best lower bound of Ω(log n/ log log n) for randomized

solutions was given by Ashlagi et al. [AAC+
17].

Until then, the construction of a competitive deterministic algorithm for general metric

spaces remained an open problem. It was hypothesized that the competitive ratio achiev-

able by deterministic algorithms might be superpolynomial in n (cf. Sect. 5 of [ACK17]).

Deterministic algorithms were known only for simple spaces: Azar et al. [ACK17] gave an

O(height)-competitive algorithm for trees and Emek et al. [ESW17] constructed a 3-competitive

deterministic solution for two-point metrics (the latter competitive ratio is best possible).

3.1.3 Our contribution

In this chapter, we give the historically first deterministic algorithm for an arbitrary metric

space, whose competitive ratio is O(mlog2 5.5) = O(m2.46), where 2m is the number of requests.

While previous solutions to the problem of matching with delays [EKW16, ACK17] required

M to be finite and known a priori (to approximate it first by a random HST tree [FRT04]

or a random HST tree with reduced height [BBMN15]), our solution works even when M is

revealed in online manner. That is, we require only that, together with any request r, the online

algorithm learns the distances from r to all previous, not yet matched requests.

We note that m is uncomparable with n (the number of different points in the metric

space M) and their relation depends on the application. For instance, in the traditional player

ranking systems, such as Elo rating [Elo78] used for chess, M is just a finite set of integers

(ratings) and typically there are many players with the same rating (multiple requests appear

at the same point of M). For such setting, our algorithm is admittedly outperformed by the

deterministic algorithm for trees by Azar et al. [ACK17] (which is O(n)-competitive for such

metric). On the other hand, there is an emerging trend for representing players in online games
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as multi-dimensional vectors [DCT+
12, ASvZ13, CSEN17]: some real-time strategy games and

first-person shooters started to characterize players by their rank, reflex, planning, offensive

and defensive skills, number of actions per minute, network latency, etc. For such cases, M is a

subset of Rk with `1 metric, and thus m� n.

Our online algorithm Alg uses a simple, local, semi-greedy scheme to find a suitable

matching pair. In the analysis, we fix a final perfect matching of Opt and observe what happens

when we gradually add matching edges that Alg creates during its execution. That is, we trace

the evolution of alternating paths and cycles in time. To bound the cost of Alg, we charge the

cost of an edge that Alg is adding against the cost of already existing matching edges from

the same alternating path. Interestingly, our charging argument on alternating cycles bears

some resemblance to the analyses of algorithms for the problems that are not directly related to

matching with delays: online metric (bipartite) matching on line metrics [ABN+
14] and offline

greedy matching [RT81].

3.1.4 Related work

Originally, matching problems have been studied in variants where delaying decisions was

not permitted. The setting most similar to the problem of matching with delays is called online

metric bipartite matching. It involves m offline points given to an algorithm at the beginning and

m requests presented in online manner that need to be matched (immediately after their arrival)

to offline points. Both the points and the requests lie in a common metric space and the goal

is to minimize the weight of a perfect matching created by the algorithm. For general metric

spaces, the best randomized solution is O(log m)-competitive [BBGN14, GL12, MNP06], and

the deterministic algorithms achieve the optimal competitive ratio of 2m− 1 [KP93, KMV94].

Interestingly, even for line metrics [ABN+
14, FHK05, KN03], the best known deterministic

algorithm attains a competitive ratio that is polynomial in m [ABN+
14].

In comparison, in the problem of matching with delays considered in this chapter, all 2m

requests appear in online manner (the requests need not be matched immediately after arrival),

m is not known to an algorithm, and we allow to match any pair of them. That said, there is

also a bipartite variant of the problem of matching with delays, in which all requests appear

online, but m of them are negative and m are positive. An algorithm may then only match

pairs of requests of different polarities [AAC+
17, ACK17].

The problem of matching with delays can be cast as augmenting min-cost perfect matching

with a time axis, allowing the algorithm to delay its decisions, but penalizing the delays. There
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are many other problems that use this paradigm: the ski-rental problem and its continuous

counterpart, the spin-block problem [KMMO94], various problems in aggregating messages in

computer networks [AB05,BBC+
13,DGS01,KKR03,KNR02,PSW10], and, more recently, service

with delay [AGGP17,BKS18], set cover with delay [ACKT20], and network design (Steiner trees

and facility location) with delay [AT20].

Finally, there is a vast amount of work devoted to other online matching variants, where

offline points and online requests are connected by graph edges and the goal is to maximize the

weight or the cardinality of the produced matching. These types of matching problems have

been studied since the seminal work of Karp et al. [KVV90] and are motivated by applications

to online auctions, see, e.g., a survey by Mehta [Meh13].

3.2 Algorithm

We will identify requests with the points at which they arrive. To this end, we assume that

all requested points are different, but we allow distances between different metric points to be

zero. For any request p, we denote the time of its arrival by atime(p).

Our algorithm is parameterized with real numbers α > 0 and β > 1, whose exact values

will be optimized later. For any request p, we define its waiting time at time τ ≥ atime(p) as

waitτ(p) = τ − atime(p)

and its budget at time τ as

budgetτ(p) = α · waitτ(p).

Our online algorithm Alg matches two requests p and q at time τ as soon as the following

two conditions are satisfied:

budget sufficiency: budgetτ(p) + budgetτ(q) ≥ dist(p, q),

budget balance: budgetτ(p) ≤ β · budgetτ(q) and budgetτ(q) ≤ β · budgetτ(p).

Note that the budget balance condition is equivalent to relations on waiting times, i.e.,

waitτ(p) ≤ β · waitτ(q) and waitτ(q) ≤ β · waitτ(p).

If the conditions above are met simultaneously for many point pairs, we break ties arbitrarily,

and process them in any order. Note that at the time when p and q become matched, the sum

of their budgets may exceed dist(p, q). For example, this occurs when q appears at time strictly
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larger than atime(p) + dist(p, q): they are then matched by Alg as soon as the budget balance

condition becomes true.

The observation below follows immediately by the definition of Alg.

Observation 3.1. Fix time τ and two requests p and q, such that atime(p) ≤ τ and atime(q) ≤ τ.

Assume that neither p nor q has been matched by Alg strictly before time τ. Then exactly one of the

following conditions holds:

• α · (waitτ(p) + waitτ(q)) ≤ dist(p, q),

• α · (waitτ(p) + waitτ(q)) > dist(p, q) and waitτ(p) ≥ β · waitτ(q),

• α · (waitτ(p) + waitτ(q)) > dist(p, q) and waitτ(q) ≥ β · waitτ(p).

3.3 Analysis

To analyze the performance of Alg, we look at matchings generated by Alg and by

an optimal offline algorithm Opt. If points p and q were matched at time τ by Alg, then we

say that Alg creates a (matching) edge e = (p, q). Its cost is

Alg(e) = Alg(p, q) = dist(p, q) + waitτ(p) + waitτ(q).

We call e an Alg-edge. The cost of an edge in the solution of Opt (an Opt-edge) is defined

analogously. In an optimal solution, however, the matching time is always equal to the arrival

time of the later of two matched requests.

We consider a dynamically changing graph consisting of requested points, Opt-edges and

Alg-edges. For the analysis, we assume that it changes in the following way: all requested

points and all Opt-edges are present in the graph from the beginning, but the Alg-edges are

added to the graph in m steps, in the order they are created by Alg.

At all times, the matching edges present in the graph form alternating paths or cycles (i.e.,

paths or cycles whose edges are interleaved Alg-edges and Opt-edges). Furthermore, any

node-maximal alternating path starts and ends with Opt-edges. Assume now that a matching

edge e created by Alg is added to the graph. It may either connect the ends of two different

alternating paths, thus creating a single longer alternating path or connect the ends of one

alternating path, generating an alternating cycle. In the former case, we call edge e non-final,

in the latter case — final. Note that at the end of the Alg execution, when m Alg-edges are

added, the graph contains only alternating cycles.
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We extend the notion of cost to alternating path and cycles. For any cycle C, cost(C) is

simply the sum of costs of its edges: the cost of an Opt-edge on such cycle is the cost paid by

Opt and the cost of an Alg-edge is that of Alg. We also define Opt(C), Alg(C) and AlgNF(C)

as the costs of Opt-edges, Alg-edges and non-final Alg-edges on cycle C, respectively. Clearly,

Alg(C) + Opt(C) = cost(C). We define the same notions for alternating paths; as a path P

does not contain final Alg-edges, AlgNF(P) = Alg(P).

An alternating path is called κ-step maximal alternating path if it exists in the graph after

Alg matched κ pairs and it cannot be extended, i.e., it ends with two requests that are not yet

matched by the first κ Alg-edges.

3.3.1 Tree construction

To facilitate the analysis, along with the graph, we create a dynamically changing forest F

of binary trees, where each leaf of F corresponds to an Opt-edge and each internal (non-leaf)

node of F to a non-final Alg-edge (and vice versa). After Alg matched κ pairs, each subtree

of F corresponds to a κ-step maximal alternating path or to an alternating cycle. More precisely,

at the beginning, F consists of m single nodes representing Opt-edges. Afterwards, whenever

an Alg-edge is created, we perform the following operation on F.

• When a non-final Alg-edge e = (p, q) is added to the graph, we look at the two alternating

paths P and Q that end with p and q, respectively. We take the corresponding trees T(P)

and T(Q) of F. We add a node v(e) (representing edge e) to F and make T(P) and T(Q)

its subtrees.

• When a final Alg-edge e = (p, q) is added to the graph, it turns an alternating path P

into an alternating cycle C. We then simply say that the tree T(P) that corresponded to P,

now corresponds to C.

An example of the graph and the associated forest F is presented in Figure 3.1.

For any tree node w, we define its weight weight(w) as the cost of the corresponding

matching edge, i.e., the cost of an Opt-edge for a leaf and the cost of a non-final Alg-edge for

a non-leaf node. For any node w, by Tw we denote the tree rooted at w. We extend the notion

of weight in a natural manner to all subtrees of F. In these terms, the weight of a tree T in F is

equal to the total cost of the corresponding alternating path. (If T represents an alternating

cycle C, then its weight is equal to the cost of C minus the cost of the final Alg-edge from C.)
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Figure 3.1: The left side contains an example graph consisting of all Opt-edges o1, o2, . . . , o9 (dashed

lines) and the first κ = 7 Alg-edges a1, a2, . . . , a7 (solid lines). Alg-edges are numbered in the order

they were created and added to the graph. Shaded Alg-edges (a2 and a7) are final, the remaining ones

are non-final. The right side depicts the corresponding forest F: leaves of F represent Opt-edges and

non-leaf nodes of F correspond to non-final Alg-edges. Trees rooted at nodes v(o1) and v(a5) represent

alternating cycles and those rooted at nodes v(a6) and v(o8) represent alternating paths in the graph.

Note that we consistently used terms “points” and “edges” for objects that Alg and Opt

are operating on in the metric space M. On the other hand, the term “nodes” will always refer

to tree nodes in F and we will not use the term “edge” to denote an edge in F.

3.3.2 Outline of the analysis

Our approach to bounding the cost of Alg is now as follows. We look at the forest F at the

end of Alg execution. The corresponding graph contains only alternating cycles. The cost of

non-final Alg-edges is then, by the definition, equal to the total weight of internal (non-leaf)

nodes of F, while the cost of Opt-edges is equal to the total weight of leaves of F. Hence, our

goal is to relate the total weight of any tree to the weight of its leaves.

The central piece of our analysis is showing that for any internal node w with children

u and v, it holds that weight(w) ≤ ξ ·min{weight(Tu), weight(Tv)}, where ξ is a constant

depending on parameters α and β (see Corollary 3.1). Using this relation, we will bound the

total weight of any tree by O(mlog2 (ξ+2)−1) times the total weight of its leaves. This implies

the same bound on the ratio between non-final Alg-edges and Opt-edges on each alternating

cycle.
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Finally, we show that the cost of final Alg-edges incurs at most an additional constant

factor in the total cost of Alg.

3.3.3 Cost of non-final ALG-edges

As described in Section 3.3.1, when Alg adds a κ-th Alg-edge e to the graph, and this edge

is non-final, e joins two (κ− 1)-step maximal alternating paths P and Q. We will bound Alg(e)

by a constant (depending on α and β) times min{cost(P), cost(Q)}. We start with bounding

the waiting cost of Alg related to one endpoint of e.

Lemma 3.1. Let e = (p, q) be the κ-th Alg-edge added at time τ, such that e is non-final. Let

P = (a1, a2, . . . , a`) be the (κ − 1)-step maximal alternating path ending at p = a1. Then, waitτ(p) ≤

max{α−1, β/(β− 1)} · cost(P).

Proof. First we lower-bound the cost of an alternating path P. We look at any edge (ai, ai+1)

from P. Its cost (no matter whether paid by Alg or Opt) is certainly larger than dist(ai, ai+1) +

|atime(ai) − atime(ai+1)|. Therefore, using triangle inequality (on distances and times), we

obtain

cost(P) ≥
`−1

∑
i=1

(dist(ai, ai+1) + |atime(ai)− atime(ai+1)|)

≥ dist(a1, a`) + |atime(a1)− atime(a`)|. (3.1)

Therefore, in our proof we will simply bound waitτ(p) = waitτ(a1) using either dist(a1, a`) or

|atime(a1)− atime(a`)|.

Recall that Alg matches a1 at time τ. Consider the state of a` at time τ. If a` has not been

presented to Alg yet (atime(a`) > τ), then waitτ(a1) = τ− atime(a1) < atime(a`)− atime(a1) <

β/(β− 1) · (atime(a`)− atime(a1)), and the lemma follows.

In the remaining part of the proof, we assume that a` was already presented to the algorithm

(atime(a`) ≤ τ). As P is a (κ− 1)-step maximal alternating path, a` is not matched by Alg right

after Alg creates (κ − 1)-th matching edge. The earliest time when a` may become matched

is when Alg creates the next, κ-th matching edge, i.e., at time τ. Therefore a` is not matched

before time τ.

Now observe that there must be a reason for which requests a1 and a` have not been

matched with each other before time τ. Roughly speaking, either the sum of budgets of

requests a1 and a` does not suffice to cover the cost of dist(a1, a`) or one of them waits
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significantly longer than the other. Formally, we apply Observation 3.1 to the pair (a1, a`)

obtaining three possible cases. In each of the cases we bound waitτ(a1) appropriately.

Insufficient budgets: If α · (waitτ(a1) + waitτ(a`)) ≤ dist(a1, a`), then by non-negativity of

waitτ(a`), it follows that waitτ(a1) ≤ α−1 · dist(a1, a`).

a1 waited much longer than a`: If α · (waitτ(a1) + waitτ(a`)) > dist(a1, a`) and waitτ(a1) ≥

β · waitτ(a`), then atime(a`)− atime(a1) = waitτ(a1)− waitτ(a`) ≥ (1− 1/β) · waitτ(a1).

Therefore, waitτ(a1) ≤ β/(β− 1) · |atime(a1)− atime(a`)|.

a` waited much longer than a1: If α · (waitτ(a1) + waitτ(a`)) > dist(a1, a`) and waitτ(a`) ≥

β · waitτ(a1), then atime(a1) − atime(a`) = waitτ(a`) − waitτ(a1) ≥ (β − 1) · waitτ(a1).

Thus, waitτ(a1) ≤ 1/(β− 1) · |atime(a1)− atime(a`)| < β/(β− 1) · |atime(a1)− atime(a`)|.

Lemma 3.2. Let e = (p, q) be the κ-th Alg-edge, such that e is non-final. Let P = (a1, a2, . . . , a`)

and Q = (b1, b2, . . . , b`′) be the (κ − 1)-step maximal alternating path ending at p = a1 and q = b1,

respectively. Then,

Alg(e) ≤ (1 + α) · (β + 1) ·max{α−1, β/(β− 1)} ·min{cost(P), cost(Q)}.

Proof. Let τ be the time when p is matched with q by Alg. Using the definition of Alg, we

obtain

Alg(p, q) = dist(p, q) + waitτ(p) + waitτ(q)

≤ budgetτ(p) + budgetτ(q) + waitτ(p) + waitτ(q)

= (1 + α) · (waitτ(p) + waitτ(q))

≤ (1 + α) · (β + 1) ·min{waitτ(p), waitτ(q)}. (3.2)

The first inequality follows by the budget sufficiency condition of Alg and the second one by

the budget balance condition.

By Lemma 3.1, we have waitτ(p) ≤ max{α−1, β/(β− 1)} · cost(P) and waitτ(q) ≤ max{α−1,

β/(β− 1)} · cost(Q), which combined with (3.2) immediately yield the lemma.

Recall now the iterative construction of the forest F from Section 3.3.1: whenever a non-final

matching edge e created by Alg joins two alternating paths P and Q, we add a new node w

to F, such that weight(w) = Alg(e) and make trees T(P) and T(Q) its children. These trees
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correspond to paths P and Q, and satisfy weight(T(P)) = cost(P) and weight(T(Q)) = cost(Q).

Therefore, Lemma 3.2 immediately implies the following equivalent relation on tree weights.

Corollary 3.1. Let w be an internal node of the forest F whose children are u and v. Then,

weight(w) ≤ (1 + α) · (β + 1) ·max
{

α−1, β/(β− 1)
}
·min {weight(Tu), weight(Tv)} .

This relation can be used to express the total weight of a tree of F in terms of the total

weight of its leaves. Before we bound the cost of Alg on non-final edges of a single alternating

cycle, we need a further technical claim that will facilitate the inductive proof.

Lemma 3.3. Fix any constant ξ ≥ 0 and let f (a) = alog2(ξ+2). Then,

ξ ·min{ f (x), f (y)}+ f (x) + f (y) ≤ f (x + y)

for all x, y ≥ 0.

Proof. Fix any z ≥ 0 and let gz(a) = (ξ + 1) · f (a) + f (z− a). We observe that gz(0) = f (z) and

gz(z/2) = (ξ + 1) · f (z/2) + f (z/2) = (ξ + 2) · (z/2)log2(ξ+2) = zlog2(ξ+2) = f (z). Moreover,

the function gz is convex in the interval [0, z] as it is a sum of two convex functions. As

gz(0) = gz(z/2) = f (z), by convexity, gz(a) ≤ f (z) for any a ∈ [0, z/2].

To prove the lemma, assume without loss of generality that x ≤ y. By the monotonicity,

f (x) ≤ f (y), and therefore

ξ ·min{ f (x), f (y)}+ f (x) + f (y) = (ξ + 1) · f (x) + f ((x + y)− x)

= gx+y(x)

≤ f (x + y).

The last inequality follows as x ≤ (x + y)/2.

Lemma 3.4. Let T be a weighted full binary tree and ξ ≥ 0 be any constant. Assume that for each inter-

nal node w with children u and v, their weights satisfy weight(w) ≤ ξ ·min{weight(Tu), weight(Tv)}.

Then,

weight(T) ≤ (ξ + 2) · |LT(T)|log2(ξ/2+1) · weight(LT(T)),

where LT(T) is the set of leaves of T and weight(LT(T)) is their total weight.

Proof. We scale weights of all nodes, so that the average weight of each leaf is 1, i.e., we define

a scaled weight function ws as

ws(w) = weight(w) · |LT(T)|
weight(LT(T))

.
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Note that ws also satisfies ws(w) ≤ ξ ·min{ws(Tu), ws(Tv)}. Moreover, since we scaled all

weights in the similar way, ws(T)/ws(LT(T)) = weight(T)/weight(LT(T)), and hence to show

the lemma, it suffices to bound the term ws(T)/ws(LT(T)).

For any node w ∈ T and the corresponding subtree Tw rooted at w, we define size(Tw) =

ws(LT(Tw)) + |LT(Tw)|. We inductively show that for any node of w ∈ T, it holds that

ws(Tw) ≤ size(Tw)
log2(ξ+2). (3.3)

For the induction basis, assume that w is a leaf of T. Then,

ws(Tw) = ws(LT(Tw)) ≤ size(Tw) ≤ size(Tw)
log2(ξ+2),

where the last inequality follows as size(Tw) ≥ |L(Tw)| = 1 and ξ ≥ 0.

For the inductive step, let w be a non-leaf node of T and let u and v be its children. Then,

ws(Tw) = ws(Tu) + ws(Tv) + ws(w)

≤ ws(Tu) + ws(Tv) + ξ ·min {ws(Tu), ws(Tv) }

≤ size(Tu)
log2(ξ+2) + size(Tv)

log2(ξ+2)

+ ξ ·min
{

size(Tu)
log2(ξ+2), size(Tv)

log2(ξ+2)
}

≤ (size(Tu) + size(Tv))
log2(ξ+2)

= size(Tw)
log2(ξ+2).

The first inequality follows by the lemma assumption and the second one by the inductive

assumptions for Tu and Tv. The last inequality is a consequence of Lemma 3.3 and the final

equality follows by the additivity of function size.

Recall that we scaled weights so that ws(LT(T)) = |LT(T)|. Therefore, applying (3.3)

to the whole tree T yields ws(T) ≤ (ws(LT(T)) + |LT(T)|)log2(ξ+2) = (2 · |LT(T)|)log2(ξ+2) =

(ξ + 2) · |LT(T)|log2(ξ+2). Hence,

weight(T)
weight(LT(T))

=
ws(T)

ws(LT(T))
≤ (ξ + 2) · |LT(T)|log2(ξ+2)

|LT(T)|
= (ξ + 2) · |LT(T)|log2(ξ/2+1),

which concludes the proof.

Lemma 3.5. Let C be an alternating cycle obtained from combining matchings of Alg and Opt. Then

AlgNF(C) ≤ (ξ + 2) ·mlog2(ξ/2+1) ·Opt(C), where ξ = (1 + α) · (β + 1) ·max{α−1, β/(β− 1)}.

Proof. As described in Section 3.3.1, C is associated with a tree T from forest F, such that

Opt-edges of C correspond to the set of leaves of T (denoted L(T)) and non-final Alg-edges
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of C correspond to internal (non-leaf) nodes of T. Hence, Opt(C) = weight(LT(T)) and

AlgNF(C) + Opt(C) = weight(T).

By Corollary 3.1, the weight of any internal tree node w with children u, v satisfies

weight(w) ≤ ξ ·min{weight(Tu), weight(Tv)}. Therefore, we may apply Lemma 3.4 to tree T,

obtaining weight(T) ≤ (ξ + 2) · |LT(T)|log2(ξ/2+1) · weight(L(T)), and thus

AlgNF(C) ≤ weight(T) ≤ (ξ + 2) · |L(T)|log2(ξ/2+1) · weight(L(T))

≤ (ξ + 2) ·mlog2(ξ/2+1) · weight(L(T))

= (ξ + 2) ·mlog2(ξ/2+1) ·Opt(C).

The last inequality follows as |LT(T)|, the number of T leaves, is equal to the number of

Opt-edges on cycle C, which is clearly at most m.

3.3.4 Cost of final ALG-edges

In the previous section, we derived a bound on the cost of all non-final Alg-edges. The

following lemma shows that the cost of final Alg-edges contribute at most a constant factor to

the competitive ratio.

Lemma 3.6. Let e be a final Alg-edge matched at time τ and C be the alternating cycle containing e.

Then Alg(e) ≤ (1 + α) ·max{α−1, (β + 1)/(β− 1)} · (AlgNF(C) + Opt(C)).

Proof. Fix a final Alg-edge e = (p, q), where atime(q) ≥ atime(p). By the budget sufficiency

condition of Alg,

Alg(e) ≤ (1 + α) · (waitτ(p) + waitτ(q)). (3.4)

Our goal now is to bound waitτ(p) + waitτ(q) in terms of dist(p, q) or atime(q)− atime(p).

Observe that whenever Alg matches two requests, the budget sufficiency condition of Alg or

one of the inequalities of the budget balance condition is satisfied with equality. We apply this

observation to the pair (p, q).

• If the budget sufficiency condition holds with equality, then α · (waitτ(p) + waitτ(q)) =

dist(p, q), and therefore waitτ(p) + waitτ(q) = α−1 · dist(p, q).

• If the budget balance condition holds with equality, β · waitτ(q) = waitτ(p). Then,

(β− 1) · (waitτ(p) + waitτ(q)) = (β− 1) · (β + 1) · waitτ(q)

= (β + 1) · (waitτ(p)− waitτ(q))

= (β + 1) · (atime(q)− atime(p)).
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Hence, in either case it holds that

waitτ(p) + waitτ(q) ≤ max
{

α−1,
β + 1
β− 1

}
· (dist(p, q) + |atime(q)− atime(p)|). (3.5)

Finally, we bound dist(p, q) + |atime(q)− atime(p)| in terms of costs of other edges of C.

These edges form a path P = (a1, a2, . . . , a`), where a1 = p and a` = q. By the triangle

inequality applied to distances and time differences (in the same way as in (3.1)), we obtain

that

dist(p, q) + |atime(q)− atime(p)| ≤ cost(P) = AlgNF(C) + Opt(C). (3.6)

The lemma follows immediately by combining (3.4), (3.5) and (3.6).

3.3.5 The competitive ratio

Finally, we optimize constants α and β used throughout the previous sections and bound

the competitiveness of Alg.

Theorem 3.1. For β = 2 and α = 1/2, the competitive ratio of algorithm Alg is O(mlog2 5.5) =

O(m2.46), where 2m is the number of requests in the input sequence.

Proof. The union of matchings constructed by Alg and Opt can be split into a set C of disjoint

cycles. It is sufficient to show that we have the desired performance guarantee on each cycle

from C.

Fix a cycle C ∈ C. Let e = (p, q) be the final Alg-edge of C. By Lemma 3.6, Alg(e) ≤

4.5 · (AlgNF(C) + Opt(C)). Therefore, the competitive ratio of Alg is at most

Alg(C)
Opt(C)

≤ 5.5 ·AlgNF(C) + 4.5 ·Opt(C)
Opt(C)

≤ O
(

mlog2 5.5
)
= O

(
m2.46

)
,

where the second inequality follows by Lemma 3.5.

3.4 Lower bounds and tightness

It is not known whether the analysis of our algorithm is tight. However, one can show that

its competitive ratio is at least Ω(mlog2 1.5) = Ω(m0.58). To this end, assume that all requests

arrive at the same time. For such input, Opt does not pay for delays and simply returns the

min-cost perfect matching. On the other hand, Alg computes the same matching as a greedy

routine (i.e., it greedily connects two nearest, not yet matched requests). Hence, even if we
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neglect the delay costs of Alg, its competitive ratio would be at least the approximation ratio

of the greedy algorithm for min-cost perfect matching. The latter was shown to be Θ(mlog2 1.5)

by Reingold and Tarjan [RT81].

The reasoning above indicates an inherent difficulty of the problem. In order to beat the

Ω(mlog2 1.5) barrier, an online algorithm has to handle settings when all requests are given

simultaneously more effectively. In particular, for such and similar input instances it has to

employ a non-local and non-greedy policy of choosing requests to match.



Chapter 4

Steiner tree leasing

4.1 Introduction

The traditional network design [GK11] focuses on graph optimization problems, in which

an algorithm purchases bandwidth on links to maintain certain graph properties, such as

connectivity or throughput. A standard feature of most considered models is the permanence

of bandwidth allocations. For example, in the Steiner tree problem [WH16], the goal is to buy

a subset of edges connecting a given set of terminals to the chosen root node r. Even the online

flavor of this problem [AA92, Ang09, IW91, Mat16, WY95] has this feature: the terminals arrive

in online manner, and an algorithm irrevocably buys additional links, so that the terminals

seen so far are connected to the root r. In this setting, each purchase is everlasting, i.e., the

problem should be rather termed incremental Steiner tree.

Rent-or-buy variants. A well-studied modification of the online Steiner tree scenario is to

relax the need of upfront commitment and additionally allow an algorithm to rent edges (at

a fraction of the edge purchase price). Each terminal must be connected to the root r using

either type of edges, but rented edges are valid only for a single terminal and cannot be reused

by subsequent ones. This variant is called online single-source rent-or-buy [AK98, ABF93, BFR95,

BS89, FGS04, LRWY99, Umb15] and is also equivalent to the file replication problem.

Note that the rent-or-buy variant is still incremental: bought edges persist in the graph till

the end and — if a request to connect a specific terminal appears sufficiently many times in the

input — any reasonable algorithm finally buys a path connecting this terminal to the root r.

47
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Leasing variants. Many markets give an option of temporary leasing of resources. In par-

ticular, the advent of digital services in cloud computing changed the business model from

buying physical servers to leasing virtual ones. This allowed companies to adapt quickly

to varying requirements of their customers [AFG+
09]. Furthermore, the software-defined

networking enabled similar mechanisms on the network level, allowing companies to lease

network links on the fly [CB10]. Typically, possible leases have different lengths and costs, and

obey economies of scale, e.g., leasing a link for a week is more expensive than leasing it for

a day, but not more than seven times. One can view rent-or-buy variants as an extreme case of

leasing, where only two leases are available: a lifetime one (buying) and a lease of infinitesimal

duration (renting).

These trends motivate the study of algorithmic leasing variants of popular network design

mechanisms [AKM+
15, AMM14, AG07, Mey05, NW13]. Note that from the algorithmic stand-

point, leasing variants have a truly online nature: leases have finite duration and expire after

some time. An online algorithm has to adapt itself to varying access patterns, e.g., by acquiring

longer leases in response to increased demand.

4.1.1 The model

In this chapter, we study the online variant of the Steiner tree leasing problem introduced

by Meyerson [Mey05]. The problem is defined in a weighted undirected graph G with

a distinguished root node r ∈ V(G). For each pair of nodes u and v, by dG(u, v) we denote the

length (with respect to edge weights) of the shortest path between u and v. There is a known

set L of available lease types, where each type ` ∈ L is characterized by its duration D` and

cost ratio C`. We denote the number of leases by L = |L|.

An input to the problem consists of a sequence σ of requests, each being a terminal

(a node of G), arriving sequentially in an online manner. We treat the root r also as a terminal.

We assume that each request arrives at a different time (arrival times are real non-negative

numbers). In response to a requested terminal σt, which appears at time t, an online algorithm

has to connect σt to r using leased edges in G, leasing additional ones if necessary. (We note

that a terminal may occur multiple times in sequence σ.) If an algorithm acquires a lease

type ` ∈ L of an edge e = (u, v), it pays C` · dG(u, v). The edge leased at time t remains

available for the period [t, t + D`); afterwards the lease expires.

To recap, an input instance I is a tuple (G, dG, r,L; σ), where G, dG, r, and L are known
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a priori, and σ is presented in an online fashion to an algorithm. The total cost of edges leased

by an algorithm is subject to minimization.

4.1.2 Previous results

The Steiner tree leasing problem on a single edge is known as the parking permit problem

for which optimally competitive algorithms were given by Meyerson [Mey05]: a deterministic

O(L)-competitive one and a randomized O(log L)-competitive one. (Note that the rent-or-buy

variant on a single edge is equivalent to the classic ski rental problem with a trivially achievable

constant competitive ratio.)

The randomized algorithm can be extended to trees [Mey05]. As any n-node graph can be

approximated by a random tree with expected distortion of O(log n) [FRT04], this approach

yields a randomized O(log L · log n)-competitive solution for graphs.

Better or non-randomized algorithms were known only for specific variants of Steiner

tree leasing. In particular, for a rent-or-buy variant (recall that it corresponds to a special

2-lease variant, where the cheaper lease suffices only for serving a single request, and the

more expensive lease lasts forever) Awerbuch, Azar and Bartal gave a randomized O(log k)-

competitive algorithm and O(log2 k)-deterministic one [AAB04]. The latter result was improved

to O(log k) only recently by Umboh [Umb15]. In these results, k denotes the number of different

terminals in an input.

Other network design problems were also studied in leasing context. In particular, a ran-

domized O(log L · log n)-competitive algorithm was given for the Online Steiner Forest Leasing

by Meyerson [Mey05]. Deterministic algorithms for this problem are known only for the

rent-or-buy subcase, for which an optimal competitive ratio of O(log k) was achieved by

Umboh [Umb15]. Other problems include the facility location [AKM+
15, NW13] and the set

cover [AMM14].

4.1.3 Our contribution

In this chapter, we present the first deterministic online algorithm for Steiner tree leasing.

Our algorithm is O(L · log k)-competitive. It outperforms the randomized O(log L · log n)-

competitive solution by Meyerson [Mey05] when k (the number of different terminals in the

input) is small.

While the result might not be optimal, neither O(L) nor O(log k) can be beaten by a de-

terministic solution: Ω(L) bound follows by the lower bound on the parking permit problem
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(which is equivalent to Steiner tree leasing on a single edge) and Ω(log k) bound follows by

the online Steiner tree problem (which is a specific case of Steiner tree leasing with a single

lease of the infinite duration).

In our solution (presented in Section 4.4), a path that connects a requested terminal to an

already existing Steiner tree is chosen greedily. However, we still have to decide which lease

type to use for such path. To this end, we check how many requests were “recently” served

in a “neighborhood” of the currently requested terminal; once certain thresholds are met,

more expensive leases are acquired. While such approach is natural, the main difficulty stems

from the dynamics of the leased edges. Namely, while in the rent-or-buy scenario the Steiner

tree maintained by an algorithm may only grow, in the leasing variant it may also shrink as

edge leases expire. As a result, the already aggregated serving cost may cease to be sufficient

to cover a more expensive lease for the new connection. Coping with this issue is the main

challenge we tackle in this chapter.

We use a recent analysis technique by Umboh [Umb15]: the online algorithm is run

on a graph G, but its cost is compared to the cost of Opt run on a tree T. This tree T

is a hierarchically separated tree (HST), whose leaves are requested terminals and whose

distances dominate graph distances. By showing that our algorithm is O(L)-competitive

against Opt on T, for any choice of T, we obtain that it is O(L · log k)-competitive against Opt

on the original graph G. The details of this reduction are presented in Section 4.2.

We emphasize that the competitive ratio of our algorithm is a function of the number of

different terminals, k, and not the number of nodes in the graph, n, as it is the case for the

randomized algorithm of [Mey05]. In fact, our algorithm and its analysis work without changes

also in any (infinite) metric space, e.g., on the Euclidean plane; in the chapter, we use the graph

terminology for simplicity.

4.2 HST embeddings

In this section, we show how to use hierarchically separated trees (HSTs) for the analysis

of an algorithm for the Steiner tree leasing problem. Unlike many online constructions for

network design problems (see, e.g., [AA97, Mey05]), here HSTs are not used for an algorithm

construction. Moreover, in our analysis, an HST will approximate not the whole graph, but

only the subgraph spanned by terminals.

Definition 4.1 (Dominating HST embedding of terminals). Fix any instance I = (G, dG, r,L; σ)

of Steiner tree leasing. Let X ⊆ V(G) be the set of terminals requested in σ (including the root r).
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Assume that the minimum distance between any pair of nodes from X is at least 1. (For analysis, we may

always scale the instance, so that this property holds.) A dominating HST embedding of terminals

of I is a rooted tree T with pairwise distances given by metric dT, satisfying the following properties.

1. The leaves of T are exactly the nodes of X and they are on the same level.

2. The distance from any leaf of T to its parent is 1.

3. The edge lengths increase by a factor of 2 on any leaf-to-root path.

4. dT dominates dG, i.e., dT(u, v) ≥ dG(u, v) for any pair of nodes u, v ∈ X.

Fix now any instance I = (G, dG, r,L; σ) of Steiner tree leasing and let (T, dT) be any

dominating HST embedding of terminals of I . Let IT = (T, dT, r,L; σ) be the instance I , where

graph G was replaced by tree T with distances given by dT.

While estimating Opt(I) directly may be quite involved, lower-bounding Opt(IT) is much

easier. In particular, for each request σt there is a unique path in T connecting σt with r. As dT

dominates dG, it is also feasible to compare the cost of an online algorithm on I to Opt(IT).

Finally, it is possible to relate Opt(IT) to Opt(I) as stated in the following lemma, due to

Umboh [Umb15].

Lemma 4.1. Let I = (G, dG, r,L; σ) be an instance of Steiner tree leasing and let X be the set

of terminals of I . There exists a dominating HST embedding (T∗, dT∗) of terminals X, such that

Opt(IT∗) ≤ O(log |X|) ·Opt(I), where IT∗ = (T∗, dT∗ , r,L; σ).

Proof. Fix any dominating HST embedding (T, dT) of terminals X. The solution Opt(I) is

a schedule that leases particular edges of G at particular times. Let Off(IT) be an offline

solution that, for any leased edge e = (u, v) in Opt(I), leases all edges on the unique path

in T from u to v, using the same lease type. While it is not necessary for the proof, it is worth

observing that, by the domination property (cf. Definition 4.1), Opt(I) ≤ Off(IT).

By the FRT approximation [FRT04], there exists a probability distribution D over dominating

HST embeddings (T, dT) of X, such that ET∼D[dT(u, v)] ≤ O(log |X|) · dG(u, v) for all u, v ∈ X.

This relation summed over all edges (u, v) used in the solution of Opt(I) yields that

ET∼D[Off(IT)] ≤ O(log |X|) ·Opt(I).

By the average argument, there exists a dominating HST embedding (T∗, dT∗), such that

Off(IT∗) ≤ O(log |X|) ·Opt(I), and the proof follows by observing that Opt(IT∗) is at most

Off(IT∗).
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The lemma can be generalized to any network design problem whose objective function is

a linear combination of edge lengths. In Section 4.4, we will construct an algorithm for Steiner

tree leasing which is O(L)-competitive against the cost of Opt on any HST embedding. By

Lemma 4.1, this algorithm is O(L · log k)-competitive.

4.3 Interval model

In this section, we make several assumptions on the available leases. At the expense of

a constant increase of the competitive ratio, they will make the construction of our algorithm

easier. Similar assumptions were also made for the parking permit problem [Mey05].

Definition 4.2. In the interval model, the following conditions hold for the input instance.

• Costs factors and durations of all leases are powers of two.

• Lease types are sorted both by their costs and durations, i.e., if `′ < `, then D`′ < D` and

C`′ < C`.

• Fix any lease type ` and let Jm
` = [m · D`, (m + 1) · D`) for any m ∈ N. For any time t and

any edge, there is a unique lease of type ` that can be acquired by an algorithm: it is the lease for

period Jm
` containing t.

The last property of the interval model means that, unlike the standard leasing model

outlined in Section 4.1.1, if an algorithm leases an edge at a time t using a lease type ` ∈ L,

such transaction may occur within the lease duration. Hence, the acquired lease may expire

earlier than at time t + D`. We also define J`[t] to be the period Jm
` containing time t.

Observation 4.1. In the interval model, when lease of type ` expires, all leases of smaller types expire

as well.

Lemma 4.2. Any (online or offline) algorithm for the original leasing model can be transformed into an

algorithm for the interval model (and back) without changing its cost by more than a constant factor.

Proof. We introduce the changes in the model in three stages, ensuring that the cost of an

algorithm in each stage changes at most by a constant factor.

1. We round down costs of leases to powers of two. This changes the cost of any algorithm

at most by a factor of two.
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2. We round down durations of leases to powers of two and limit the possibility of their

purchase only to intervals Jm
` . Any algorithm that is feasible in the modified model is

clearly feasible in the original model (it purchases the corresponding, non-shortened

leases at the same times). Furthermore, any lease in the original model is covered by

at most three (disjoint and time-adjacent) leases in the modified model. Therefore, any

algorithm feasible in the original model can be modified to work in the modified model

and this increases its cost at most by a factor of three.

3. Finally, if we have two lease types `, `′ ∈ L, such that D` ≤ D`′ and C` ≥ C`′ , no

reasonable algorithm uses ` in its schedule, and hence we may remove such lease types

from L.

The lemma above shows that R-competitive algorithm for the interval model, is O(R)-

competitive for the original leasing model. Therefore, we will assume the interval model in the

remaining part of the chapter.

4.4 Algorithm construction

We present our algorithm Accumulate-and-Lease-Greedily (Alg). For simplicity of the

description, we assume that a given graph G is complete (with the metric given by dG). Such

assumption is without loss of generality, as leasing the edge (u, v) can be always replaced by

leasing a shortest path connecting u and v.

We will say that an edge e is `-leased at time t, if an algorithm leased e for period J`[t]

using lease type `. Additionally, a request σt is `-leased if at time t an algorithm `-leases an

edge e = (σt, u) for some u.

By F`[t] and Fm
` we denote the set of all requests that arrived during J`[t] and Jm

` , respectively.

Furthermore, T≥`[t] denotes the set of requests that are connected, at time t, to the root r using

edges of lease types at least `.

High-level idea. In the execution of Alg, at any time t, the set of all currently leased edges

will be a single (possibly empty) tree, called the Steiner tree of Alg. Furthermore, on any path

from the root r that consists of leased edges, the closer we are to the root, the longer leases



54 CHAPTER 4. STEINER TREE LEASING

we have. In effect, T≥`[t] always forms a tree. Moreover, when leases expire, the set of leased

edges shrinks, but it remains connected.

When a request σt arrives, we check whether we can afford a lease ` for σt, starting from

the longest (and the most expensive) available lease: We compute the distance d from σt

to T≥`[t]. Then, we check if there were “sufficiently many” requests served “recently” in

a “small” (compared to d) neighborhood of σt. If so, then we connect σt to T≥`[t] using lease

type `.

Algorithm description. More precisely, fix any time t when a request σt is presented to Alg.

Alg checks, for each lease type ` starting from the most expensive (the L-th one), what the

cost of connecting σt to the tree T≥`[t] would be. That is, among all the nodes of T≥`[t], it

finds the node x` closest to σt. If we `-lease the edge (σt, x`) at the cost C` · dG(σt, x`), then σt

becomes connected to the root r via a path of leased edges (of lease type at least `). We round

the distance dG(σt, x`) up to the smallest power of two, denoted 2j. Then, we look at the set Nt
`

(cf. Line 7 in Algorithm 1) of requests that

• arrived at any time in J`[t],

• are at distance at most 2j/4 from σt,

• are of class j (i.e., upon their arrival, Alg connected them to its Steiner tree, using an

edge of length from (2j−1, 2j], i.e., roughly dG(σt, x`)).

Note that the terminals of Nt
` are not necessarily connected to the Steiner tree of Alg at

time t. If the number of requests in Nt
` is at least C`/C1, then Alg `-leases the edge (σt, x`)

and sets the class of σt to j. Otherwise, Alg proceeds to cheaper lease types. If no lease type `

satisfies the condition |Nt
`| ≥ C`/C1, Alg eventually 1-leases the edge (σt, x1). Note that Alg

leases exactly one edge for each terminal that is not connected to the tree at the time of its

arrival.

Pseudocode of Alg is given in Algorithm 1. We recall the property of Alg stated earlier in

its informal description.

Observation 4.2. For any time t and lease type ` ∈ L, T≥`[t] is a single tree.
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Algorithm 1 Accumulate-and-Lease-Greedily for the Steiner tree leasing problem

1: while request σt arrives do

2: for `← L . . . 1 do

3: if σt is not connected to the root r with a path of leased edges then

4: /* Check whether we can afford lease ` for σt */

5: let x` be the node of T≥`[t] closest to σt

6: j← dlog dG(σt, x`) e

7: Nt
` ← { f ∈ F`[t] : dG(σt, f ) ≤ 2j−2 and class( f ) = j}

8: if |Nt
`| · C1 ≥ C` or ` = 1 then

9: `-lease the edge (σt, x`)

10: class(σt)← j

11: end if

12: end if

13: end for

14: end while

4.5 Analysis

Throughout this section, we fix an input instance I = (G, dG, r,L; σ) and a corresponding

“tree instance” IT = (T, dT, r,L; σ), where (T, dT) is a dominating HST embedding of terminals

of I (cf. Section 4.2).

Without loss of generality, we assume that when a request σt arrives, it is not yet connected

to the Steiner tree of Alg (otherwise σt would be ignored by Alg). If σt was `-leased, then we

call Nt
` (computed in Line 7 of Algorithm 1) its neighbor set. We denote the set of all requests of

class j by Wj. Additionally, let W`
j consist of all requests from Wj that were `-leased.

A brief idea of the proof is as follows. Suppose each request σt ∈ Wj receives a credit of

C1 · 2j when it arrives. If σt was `-leased, the actual cost paid by Alg was C` · 2j. While the

latter amount can be much larger for an individual request σt, in Section 4.5.1, we show that,

for any fixed lease type `, the total cost paid for `-leased edges is bounded by the sum of all

requests’ credits. In Section 4.5.2, we exploit properties of dominating HST embeddings to

show how all credits can be charged (up to constant factors) to the leasing costs Opt pays for

particular edges of the tree T. Altogether, this will show that Alg(I) ≤ O(L) ·Opt(IT). Along

with Lemma 4.1, this will bound the competitive ratio of Alg (see Section 4.5.3).
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4.5.1 Upper bound on ALG

The core of this section is Lemma 4.4, which essentially states that for any lease type `, all

requests’ credits can cover all leases of type `. Before proceeding to its proof, we first show the

following structural property.

Lemma 4.3. Fix a class j, a lease type `, and a pair of distinct requests σs, σt ∈ W`
j . Their neighbor

sets, Nt
` and Ns

` , are disjoint.

Proof. Without loss of generality, s < t. We will prove the lemma by contradiction. Assume

there exists a request σu ∈ Ns
` ∩ Nt

`.

By the definition of neighbor sets, σu ∈ F`[s] ∩ F`[t]. In the interval model, there are only

two possibilities: either periods J`[s] and J`[t] are equal or they are disjoint. As in the latter

case the corresponding sets F`[s] and F`[t] would be disjoint as well, it holds that J`[s] = J`[t].

As the leases of type ` that Alg bought for σt and σs started and expired at the same time,

σs was in the tree T≥`[t] when σt arrived. Thus, the distance between σt and the tree T≥`[t] was

at most dG(σt, σs). From the triangle inequality and diameters of sets Ns
` and Nt

`, it follows

that dG(σt, σs) ≤ dG(σt, σu) + dG(σu, σs) ≤ 2j−2 + 2j−2 = 2j−1. Hence, the request σt would be

of class j− 1 or lower, which would contradict its choice.

Lemma 4.4. For any class j and a lease type ` ∈ L, C` · |W`
j | ≤ C1 · |Wj|.

Proof. The lemma follows trivially for ` = 1, and therefore we assume that ` ≥ 2.

We look at any request σt ∈ W`
j and its neighbor set Nt

`. As σt is of class j, Nt
` contains

requests only of class j, i.e., Nt
` ⊆ Wj. By Lemma 4.3, the neighbor sets of all requests from W`

j

are disjoint, and hence ∑σt∈W`
j
|Nt

`| ≤ |Wj|.

As Alg `-leases request σt, its neighbor set Nt
` contains at least C`/C1 requests. Therefore,

|Wj| ≥ ∑σt∈W`
j
|Nt

`| ≥ ∑σt∈W`
j

C`/C1 = |W`
j | · C`/C1.

Lemma 4.5. For any input I , it holds that Alg(I) ≤ L ·∑j |Wj| · C1 · 2j.

Proof. The cost of serving any request σt ∈W`
j is at most C` · 2j. Using Lemma 4.4, we obtain

Alg(I) ≤ ∑`∈L ∑j |W`
j | · C` · 2j ≤ L ·∑j |Wj| · C1 · 2j.

4.5.2 Lower bound on OPT

In this part, we bound the sum of all requests’ credits by O(1) ·Opt(IT).
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Figure 4.1: An example of an HST embedding. Square nodes (leaves of the HST) represent terminals

from an input sequence (including root r). Edge e is a 2-level edge (of length 22). D(e) is the set of

leaves below edge e.

We number edge levels of T starting from bottom ones and counting from 0. That is,

a j-level edge is of length 2j. Moreover, for an edge e, we denote the set of all leaves below

it by D(e), see Figure 4.1. We denote the set of all j-level edges by Ej. The next observation

follows immediately by Definition 4.1.

Observation 4.3. Fix any j-level edge e. For any two leaves u, v ∈ D(e), it holds that dG(u, v) ≤

dT(u, v) ≤ 2j+1.

Lemma 4.6. For any request σt of class j ≥ 3, there exists an edge e ∈ Ej−3, such that σt ∈ D(e) and

e lies on the unique path from σt to the root r in T.

Proof. When Alg `-leases request σt and assigns class j to it, the distance between σt and

the tree T≥`[t] is larger than 2j−1, and thus dG(σt, r) > 2j−1. By Observation 4.3, the unique

path in T between r and σt must cross two (j− 2)-level edges, and hence also two (j− 3)-level

edges. We pick e to be the (j− 3)-level edge that is closer to σt (see Figure 4.1).

The lemma above implicitly creates a mapping ϕ from the set of all requests of class j ≥ 3

to edges in tree T: a request of class j (i.e., connected by Alg with an edge of length at most 2j)

is mapped to a tree edge of level j− 3 (of length 2j−3). Note that a request of class j could be

mapped to an edge in Ej−2. However, the next lemma requires that all the requests mapped to

an edge e are close to each other. We extend ϕ to include also the requests of classes j ≤ 2, by

mapping any such request σt to the edge e ∈ E0 adjacent to σt in tree T. In these terms, ϕ−1(e)

is a set of requests mapped to e. For an edge e of level j ≥ 1, ϕ−1(e) = D(e) ∩Wj+3, and for

e ∈ E0, we have ϕ−1(e) = D(e) ∩⋃3
j=0 Wj.

Let Opt(e) be the total leasing cost of e in the optimal solution for IT. Our goal now is

to show that the sum of credits of requests in ϕ−1(e) is at most O(Opt(e)). To do so, we first

prove a general bound on the amount of credit that holds for all possible periods Jm
` . Later on,

we will apply it to periods Jm
` when Opt leased edge e.
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Lemma 4.7. Fix a lease type ` > 1 and a j-level edge e of T. Then, for any m ∈N, |ϕ−1(e) ∩ Fm
` | ≤

8 · C`/C1.

Proof. We first assume that j ≥ 1 and we will show that |ϕ−1(e) ∩ Fm
` | ≤ C`/C1 + 1 ≤ 2 ·C`/C1.

For a contradiction, assume that ϕ−1(e) ∩ Fm
` contains more than b = C`/C1 + 1 requests.

Let σs and σt be the b-th and the (b + 1)-th of them, respectively. By Lemma 4.6, all requests

of ϕ−1(e) are of class j + 3 and are contained in D(e). By Observation 4.3, they are all within

a distance of 2j+1 from σs in the graph. Therefore, Ns
` , the neighbor set of σs considered by Alg,

contains all previous requests from ϕ−1(e) ∩ Fm
` (there are b− 1 = C`/C1 many of them). The

condition at Line 8 of Algorithm 1 is thus fulfilled, and therefore Alg buys a lease of type at

least ` for σs.

In effect, when σt arrives, σs is in T≥`[t]. Hence, the distance from σt to the tree T≥`[t] in the

graph is at most dG(σt, σs) ≤ dT(σt, σs) ≤ 2j+1. Therefore, the class of σt is at most j + 1, which

contradicts the choice of σt.

The analysis above can be extended to any 0-level edge e. Because D(e) for e ∈ E0 contains

exactly one terminal, all requests from ϕ−1(e) ∩ Fm
` are always contained in the appropriate

neighbor set. This implies that |ϕ−1(e) ∩ Fm
` ∩ Wi| ≤ 2 · C`/C1 for any class i ∈ {0, 1, 2, 3}.

As ϕ−1(e) = D(e) ∩ ⋃3
i=0 Wi, we obtain |ϕ−1(e) ∩ Fm

` | ≤ 4 · 2 · C`/C1.

Lemma 4.8. Fix a j-level edge e of T. Then, |ϕ−1(e)| · C1 · 2j ≤ 8 ·Opt(e).

Proof. By Lemma 4.6, for each request σt in ϕ−1(e), Opt has to have edge e leased at time t, as

edge e lies on the only path between σt and the root r (see also Figure 4.1).

Let P(e) be the set of all pairs (`, m), such that Opt `-leases e for period Jm
` . That is,

Opt(e) = ∑(`,m)∈P(e) C` · 2j. In the optimal solution Jm
` periods are pairwise disjoint for all

pairs (`, m) in P(e), and hence so are sets Fm
` . Thus,

|ϕ−1(e)| · C1 · 2j = ∑
(`,m)∈P(e)

|ϕ−1(e) ∩ Fm
` | · C1 · 2j

≤ ∑
(`,m)∈P(e)

8 · C` · 2j = 8 ·Opt(e),

where the inequality follows by Lemma 4.7.

Lemma 4.9. For any input I and any dominating HST embedding (T, dT) of terminals of I , it holds

that ∑j |Wj| · C1 · 2j ≤ O(1) ·Opt(IT).
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Proof. Fix any level j ≥ 1. Recall that all requests of class j + 3 (and only them) are mapped

by ϕ to edges from Ej. Hence, we obtain

|Wj+3| = ∑e∈Ej
|ϕ−1(e)|. (4.1)

On the other hand, all requests of class j ∈ {0, 1, 2, 3} (and only them) are mapped by ϕ to

edges from E0. Therefore, ∑j≤3 |Wj| = ∑e∈E0
|ϕ−1(e)|, and consequently

∑
j≤3
|Wj| · 2j ≤ 8 ∑

e∈E0

|ϕ−1(e)|. (4.2)

We use (4.1) and (4.2) to bound ∑j |Wj| · 2j:

∑
j≥0
|Wj| · C1 · 2j ≤ ∑

e∈E0

8 · |ϕ−1(e)| · C1 + ∑
j≥1

∑
e∈Ej

2j+3 · |ϕ−1(e)| · C1

= ∑
j≥0

∑
e∈Ej

8 · 2j · |ϕ−1(e)| · C1

≤ ∑
j≥0

∑
e∈Ej

8 · 8 ·Opt(e) = O(1) ·Opt(IT).

The second inequality is a consequence of Lemma 4.8.

4.5.3 The competitive ratio

Theorem 4.1. Accumulate-and-Lease-Greedily is O(L · log k)-competitive.

Proof. Fix an instance I = (G, dG, r,L; σ). By Lemma 4.1, there exists a dominating HST

embedding (T, dT), such that Opt(IT) ≤ O(log k) ·Opt(I), where IT = (T, dT, r,L; σ). By

Lemma 4.5, the total cost of Alg is at most L times the sum of all requests’ credits, ∑j |Wj| ·C1 · 2j.

By Lemma 4.9, the latter amount is at most O(1) · Opt(IT), and hence Alg(I) ≤ O(L) ·

Opt(IT) ≤ O(L · log k) ·Opt(I), which concludes the proof.
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Chapter 5

Generalized k-server problem in

uniform metrics

5.1 Introduction

The k-server problem, introduced by Manasse et al. [MMS90], is one of the most well-

studied and influential cornerstones of online analysis. The problem definition is deceivingly

simple: There are k servers, starting at a fixed set of k points of a metric space M. An input

is a sequence of requests (points of M) and to service a request, an algorithm needs to move

servers, so that at least one server ends at the request position. As typical for online problems,

the k-server problem is sequential in nature: an online algorithm Alg learns a new request

only after it services the current one. The cost of Alg is defined as the total distance traveled

by all its servers. The goal is to service all requests and minimize the total cost.

In a natural extension of the k-server problem, called the generalized k-server problem [KT04,

SS06], each server si remains in its own metric space Mi. The request is a k-tuple (r1, . . . , rk),

where ri ∈ Mi, and to service it, an algorithm needs to move servers, so that at least one

server si ends at the request position ri. The original k-server problem corresponds to the

case where all metric spaces Mi are identical and each request is of the form (r, . . . , r). The

generalized k-server problem contains many known online problems, such as the weighted

k-server problem [BEK17, CV13, CS04, FR94] or the CNN problem [Chr03, KT04, Sit14, SS06] as

special cases.

So far, the existence of an f (k)-competitive algorithm for the generalized k-server problem

in arbitrary metric spaces remains open. Furthermore, even for specific spaces, such as

the line [KT04] or uniform metrics [BEK17, BEKN18, CFK20, KT04], the generalized k-server

61
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problem requires techniques substantially different from those used to tackle the classic k-server

problems. For these reasons, studying this problem could lead to new techniques for designing

online algorithms.

5.1.1 Previous work

After almost three decades of extensive research counted in dozens of publications (see, e.g.,

a slightly dated survey by Koutsoupias [Kou09]), we are closer to understanding the nature

of the classic k-server problem. The competitive ratio achievable by deterministic algorithms

is between k [MMS90] and 2k − 1 [KP95] with k-competitive algorithms known for special

cases, such as uniform metrics [ST85], lines and trees [CKPV91, CL91], or metrics of k + 1

points [MMS90]. Less is known about competitive ratios for randomized algorithms: the best

known lower bound holding for an arbitrary metric space is Ω(log k/ log log k) [BLMN03] and

the currently best upper bound of O(log6 k) has been recently obtained in a breakthrough

result [BCL+
18, Lee18].

In comparison, little is known about the generalized k-server problem. In particular,

algorithms attaining competitive ratios that are functions of k exist only in a few special cases.

The case of k = 2 has been solved by Sitters and Stougie [SS06, Sit14], who gave constant

competitive algorithms for this setting. Results for k ≥ 3 are known only for simpler metric

spaces, as described below.

A uniform metric case describes a scenario where all metrics Mi are uniform with pairwise

distances between different points equal to 1. For this case, Bansal et al. [BEKN18] recently

presented an O(k · 2k)-competitive deterministic algorithm and an O(k3 · log k)-competitive

randomized one. The deterministic competitive ratio is at least 2k − 1 already when metrics Mi

have two points [KT04]. Furthermore, using a straightforward reduction to the metrical task

system (MTS) problem [BLS92], they show that the randomized competitive ratio is at least

Ω(k/ log k) [BEKN18].

A weighted uniform metric case describes a scenario where each metric Mi is uniform, but

they have different scales, i.e., the pairwise distances between points of Mi are equal to some

values wi > 0. For this setting, Bansal et al. [BEKN18] gave an 22O(k)
-competitive deterministic

algorithm extending an 22O(k)
-competitive algorithm for the weighted k-server problem in

uniform metrics [FR94]. (The latter problem corresponds to the case where all requests are of

the form (r, . . . , r).) This matches a lower bound of 22Ω(k)
[BEK17] (which also holds already for

the weighted k-server problem).
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5.1.2 Our results and chapter organization

In this chapter, we study the uniform metric case of the generalized k-server problem. We

give a randomized O(k2 · log k)-competitive algorithm improving over the O(k3 · log k) bound

by Bansal et al. [BEKN18].

To this end, we first define an elegant abstract online problem: a Hydra game played by

an online algorithm against an adversary on an unweighted tree. We present the problem along

with a randomized, low-cost online algorithm Herc in Section 5.2. We defer a formal definition

of the generalized k-server problem to Section 5.3.1. Later, in Section 5.3.2 and Section 5.3.3, we

briefly sketch the structural claims concerning the generalized k-server problem given by Bansal

et al. [BEKN18]. Using this structural information, in Section 5.3.4, we link the generalized

k-server problem to the Hydra game: we show that a (randomized) algorithm of total cost R

for the Hydra game on a specific tree (called factorial tree) implies a (randomized) (R + 1)-

competitive solution for the generalized k-server problem. This, along with the performance

guarantees of Herc given in Section 5.2, yields the desired competitiveness bound. We

remark that while the explicit definition of the Hydra game is new, the algorithm of Bansal et

al. [BEKN18] easily extends to its framework.

Finally, in Section 5.4, we give an explicit lower bound construction for the generalized

k-server problem, which does not use a reduction to the metrical task system problem, hereby

improving the bound from Ω(k/ log k) to Ω(k).

5.2 Hydra game

The Hydra game is played between an online algorithm and an adversary on a fixed

unweighted tree T, known to the algorithm in advance. The nodes of T have states which

change throughout the game: Each node can be either asleep, alive or dead. Initially, the root rT

is alive and all other nodes are asleep. At all times, the following invariant is preserved: all

ancestors of alive nodes are dead and all their descendants are asleep. In a single step, the

adversary picks a single alive node w, kills it (changes its state to dead) and makes all its

(asleep) children alive. Note that such adversarial move preserves the invariant above.

An algorithm must remain at some alive node (initially, it is at the root rT). If an algorithm

is at a node w that has just been killed, it has to move to any still alive node w′ of its choice.

For such movement it pays dist(w, w′), the length of the shortest path between w and w′ in the

tree T. The game ends when all nodes except one (due to the invariant, it has to be an alive leaf)
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are dead. Unlike many online problems, here our sole goal is to minimize the total (movement)

cost of an online algorithm (i.e., without comparing it to the cost of the offline optimum).

This game is not particularly interesting in the deterministic setting: As an adversary can

always kill the node where a deterministic algorithm resides, the algorithm has to visit all but

one nodes of tree T, thus paying Ω(|T|). On the other hand, a trivial DFS traversal of tree T

has the cost of O(|T|). Therefore, we focus on randomized algorithms and assume that the

adversary is oblivious: it knows an online algorithm, but not the random choices made by it

thus far.

5.2.1 Randomized algorithm definition

It is convenient to describe our randomized algorithm Herc as maintaining a probability

distribution η over set of nodes, where for any node u, η(u) denotes the probability that Herc

is at u. We require that η(u) = 0 for any non-alive node u. Whenever Herc decreases the

probability at a given node u by p and increases it at another node w by the same amount,

we charge cost p · dist(u, w) to Herc. By a straightforward argument, one can convert such

description into a more standard, “behavioral” one, which describes randomized actions

conditioned on the current state of an algorithm, and show that the costs of both descriptions

coincide.

Lemma 5.1. Let η be a probability distribution describing the position of Herc in the tree. Fix two tree

nodes, u and w. Suppose η′ is a probability distribution obtained from η by decreasing η(u) by p and

increasing η(w) by p. Then, Herc can change its random position, so that it will be described by η′,

and the expected cost of such change is p · dist(u, w).

Proof. We define Herc’s action as follows: if Herc is at node u, then with probability p/η(u)

it moves to node w. If Herc is at some other node it does not change its position.

We observe that the new distribution of Herc is exactly η′. Indeed, the probability of being

at node u decreases by η(u) · p/η(u) = p, while the probability of being at node w increases

by the same amount. The probabilities for all nodes different than u or w remain unchanged.

Furthermore, the probability that Herc moves is η(u) · (p/η(u)) = p and the traveled

distance is dist(u, w). The expected cost of the move is then p · dist(u, w), as desired.

To define Herc, we introduce the notion of nodes’ ranks. At any time during the game, for

any node u from tree T, rank(u) denotes the number of non-dead (i.e., alive or asleep) leaves

in the subtree rooted at u. As Herc knows tree T in advance, it knows node ranks as well.
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Algorithm Herc maintains η that is distributed over all alive nodes proportionally to their

ranks. As all ancestors of an alive node are dead and all its descendants are asleep, we have

η(u) = rank(u)/rank(rT) if u is alive and η(u) = 0 otherwise. In particular, at the beginning η

is 1 at the root and 0 everywhere else.

While this already defines the algorithm, we still discuss its behavior when an alive node u is

killed by the adversary. By Herc definition, we can think of the new probability distribution η′

as obtained from η in the following way. First, Herc sets η′(u) = 0. Next, the probability

distribution at other nodes is modified as follows.

Case 1. Node u is not a leaf. Herc distributes the probability of u among all (now alive)

children of u proportionally to their ranks, i.e., sets η′(w) = (rank(w)/rank(u)) · η(u) for

each child w of u.

Case 2. Node u is a leaf. Note that there were some other non-dead leaves, as otherwise the

game would have ended before this step, and therefore η(u) ≤ 1/2. Herc distributes η(u)

among all other nodes, scaling the probabilities of the remaining nodes up by a factor of

1/(1− η(u)). That is, it sets η′(w) = η(w)/(1− η(u)) for any node w.

Note that in either case, η′ is a valid probability distribution, i.e., all probabilities are

non-negative and sum to 1. Moreover, η′ is distributed over alive nodes proportionally to their

new ranks, and is equal to zero at non-alive nodes.

Observation 5.1. At any time, the probability of an alive leaf u is exactly η(u) = 1/rank(rT).

5.2.2 Analysis

For the analysis, we need a few more definitions. We denote the height and the number

of the leaves of tree T by hT and LT, respectively. Let level(u) denote the height of the subtree

rooted at u, where leaves are at level 0. Note that hT = level(rT).

To bound the cost of Herc, we define a potential Φ, which is a function of the current state

of all nodes of T and the current probability distribution η of Herc. We show that Φ is initially

O(hT · (1 + log LT)), is always non-negative, and the cost of each Herc’s action can be covered

by the decrease of Φ. This will show that the total cost of Herc is at most the initial value of Φ,

i.e., O(hT · (1 + log LT)).

Recall that η(w) = 0 for any non-alive node w and that rank(u) is the number of non-dead

leaves in the subtree rooted at u. Specifically, rank(rT) is the total number of non-dead leaves
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in T. The potential is defined as

Φ = 4 · hT · H(rank(rT)) + ∑
w∈T

η(w) · level(w) , (5.1)

where H(n) = ∑n
i=1 1/i is the n-th harmonic number.

Lemma 5.2. At any time, Φ = O(hT · (1 + log LT)).

Proof. Since rank(rT) ≤ LT at all times, the first summand of Φ is O(hT · log LT). The second

summand of Φ is a convex combination of node levels, which range from 0 to hT, and is thus

bounded by hT.

Lemma 5.3. Fix any step in which an adversary kills a node u and in result Herc changes the

probability distribution from η to η′. Let ∆Herc be the cost incurred in this step by Herc and let ∆Φ

be the resulting change in the potential Φ. Then, ∆Φ ≤ −∆Herc.

Proof. We denote the ranks before and after the adversarial event by rank and rank′, respectively.

We consider two cases depending on the type of u.

Case 1. The killed node u is an internal node. In this case, ∆Herc = η(u) as Herc simply

moves the total probability of η(u) along a distance of one (from u to its children). As

rank′(rT) = rank(rT), the first summand of Φ remains unchanged. Let C(u) be the set of

children of u. Then,

∆Φ = ∑
w∈T

(η′(w)− η(w)) · level(w) = −η(u) · level(u) + ∑
w∈C(u)

η′(w) · level(w)

≤ −η(u) · level(u) + ∑
w∈C(u)

η′(w) · (level(u)− 1)

= −η(u) · level(u) + η(u) · (level(u)− 1) = −∆Herc ,

where the inequality holds as level of a node is smaller than the level of its parent and

the penultimate equality follows as the whole probability mass at u is distributed to its

children.

Case 2. The killed node u is a leaf. It is not the last alive node, as in such case the game

would have ended before, i.e., it holds that rank(rT) ≥ 2. Herc moves the probability

of η(u) = 1/rank(rT) (cf. Observation 5.1) along a distance of at most 2 · hT, and thus

∆Herc ≤ 2 · hT/rank(rT).
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Furthermore, for any w 6= u, η′(w) = η(w)/(1− η(u)). Using η(u) = 1/rank(rT), we

infer that the probability at a node w 6= u increases by

η′(w)− η(w) =

(
1

1− η(u)
− 1
)
· η(w) =

η(u)
1− η(u)

· η(w)

=
1

rank(rT)− 1
· η(w) ≤ 2

rank(rT)
· η(w) , (5.2)

where the last inequality follows as rank(rT) ≥ 2.

Using (5.2) and the relation rank′(rT) = rank(rT)− 1 (the number of non-dead leaves

decreases by 1), we compute the change of the potential:

∆Φ = 4 · hT ·
(

H(rank′(rT))− H(rank(rT))
)
+ ∑

w∈T
(η′(w)− η(w)) · level(w)

= − 4 · hT

rank(rT)
+ (η′(u)− η(u)) · level(u) + ∑

w 6=u
(η′(w)− η(w)) · level(w)

≤ − 4 · hT

rank(rT)
+ ∑

w 6=u

2
rank(rT)

· η(w) · hT ≤ −
2 · hT

rank(rT)
≤ −∆Herc .

In the first inequality, we used that level(u) = 0 and level(w) ≤ hT for any w.

Summing up, we showed that ∆Φ ≤ −∆Herc in both cases.

Theorem 5.1. For the Hydra game played on any tree T of height hT and LT leaves, the total cost of

Herc is at most O(hT · (1 + log LT)).

Proof. Let ΦB denote the initial value of Φ. By non-negativity of Φ and Lemma 5.3, it holds

that the total cost of Herc is at most ΦB. The latter amount is at most O(hT · (1 + log LT)) by

Lemma 5.2.

Although Herc and Theorem 5.1 may seem simple, when applied to appropriate trees, they

yield improved bounds for the generalized k-server problem in uniform metrics, as shown in

the next section.

5.3 Improved algorithm for generalized k-server problem

In this part, we show how any solution for the Hydra game on a specific tree (defined later)

implies a solution to the generalized k-server problem in uniform metrics. This will yield an

O(k2 log k)-competitive randomized algorithm for the generalized k-server problem, improving

the previous bound of O(k3 · log k) [BEKN18]. We note that this reduction is implicit in the

paper of Bansal et al. [BEKN18], so our contribution is in formalizing the Hydra game and

solving it more efficiently.
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5.3.1 Preliminaries

The generalized k-server problem in uniform metrics is formally defined as follows. The

offline part of the input comprises k uniform metric spaces M1, . . . , Mk. The metric Mi has

ni ≥ 2 points, the distance between each pair of its points is 1. There are k servers denoted

s1, . . . , sk, the server si starts at some fixed point in Mi and always remains at some point of Mi.

The online part of the input is a sequence of requests, each request being a k-tuple

(r1, . . . , rk) ∈ ∏k
i=1 Mi. To service a request, an algorithm needs to move its servers, so that at

least one server si ends at the request position ri. Only after the current request is serviced, an

online algorithm is given the next one. The cost of an algorithm is the total distance traveled

by all its k servers.

5.3.2 Phase-based approach

We start by showing how to split the sequence of requests into phases. To this end, we need

a few more definitions. A (server) configuration is a k-tuple c = (c1, . . . , ck) ∈ ∏k
i=1 Mi, denoting

positions of respective servers. For a request r = (r1, . . . , rk) ∈ ∏k
i=1 Mi, we define the set of

compatible configurations comp(r) = {(c1, . . . , ck) : ∃i ci = ri}, i.e., the set of all configurations

that can service the request r without moving a server. Other configurations we call incompatible

with r.

An input is split into phases, with the first phase starting with the beginning of an input.

The phase division process described below is constructed to ensure that Opt pays at least 1

in any phase, perhaps except the last one. At the beginning of a phase, all configurations

are phase-feasible. Within a phase, upon a request r, all configurations incompatible with r

become phase-infeasible. The phase ends once all configurations are phase-infeasible; if this is

not the end of the input, the next phase starts immediately, i.e., all configurations are restored

to the phase-feasible state before the next request. Note that the description above is merely

a way of splitting an input into phases and marking configurations as phase-feasible and

phase-infeasible. The actual description of an online algorithm will be given later.

Fix any finished phase and any configuration c and consider an algorithm that starts the

phase with its servers at configuration c. When configuration c becomes phase-infeasible, such

algorithm is forced to move and pay at least 1. As each configuration eventually becomes

phase-infeasible in a finished phase, any algorithm (even Opt) must pay at least 1 in any

finished phase. Hence, if the cost of a phase-based algorithm for servicing requests of a single

phase can be bounded by f (k), the competitive ratio of this algorithm is then at most f (k).
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5.3.3 Configuration spaces

Phase-based algorithms that we construct will not only track the set of phase-feasible

configurations, but they will also group these configurations in certain sets, called configuration

spaces.

To this end, we introduce a special wildcard character ?. Following [BEKN18], for any k-

tuple q = (q1, . . . , qk) ∈ ∏k
i=1(Mi ∪ {?}), we define a (configuration) space S[q] = {(c1, . . . , ck) ∈

∏k
i=1 Mi : ∀i ci = qi ∨ qi = ?}. A coordinate with qi = ? is called free for the configuration space

S[q]. That is, S[q] contains all configurations that agree with q on all non-free coordinates.

The number of free coordinates in q defines the dimension of S[q] denoted dim(S[q]).

Observe that the k-dimensional space S[(?, . . . , ?)] contains all configurations. If tuple q has

no ? at any position, then S[q] is 0-dimensional and contains only (configuration) q. The

following lemma, proven by Bansal et al. [BEKN18], follows immediately from the definition of

configuration spaces.

Lemma 5.4 (Lemma 3.1 of [BEKN18]). Let S[q] be a d-dimensional configuration space (for some

d ≥ 0) whose all configurations are phase-feasible. Fix a request r. If there exists a configuration in

S[q] that is not compatible with r, then there exist d (not necessarily disjoint) subspaces S[q1], . . . , S[qd],

each of dimension d− 1, such that
⋃

i S[qi] = S[q] ∩ comp(r). Furthermore, for all i, the k-tuples qi

and q differ exactly at one position.

Using the lemma above, we may describe a way for an online algorithm to keep track of

all phase-feasible configurations. To this end, it maintains a set A of (not necessarily disjoint)

configuration spaces, such that their union is exactly the set of all phase-feasible configurations.

We call spaces from A alive.

At the beginning, A = {S[(?, . . . , ?)]}. Assume now that a request r makes some config-

urations from a d-dimensional space S[q] ∈ A phase-infeasible. (A request may affect many

spaces from A; we apply the described operations to each of them sequentially in an arbitrary

order.) In such case, S[q] stops to be alive, it is removed from A and till the end of the phase

it will be called dead. Next, we apply Lemma 5.4 to S[q], obtaining d configuration spaces

S[q1], . . . , S[qd], such that their union is S[q] ∩ comp(r), i.e., contains all those configurations

from S[q] that remain phase-feasible. We make all spaces S[q1], . . . , S[qd] alive and we insert

them into A. (Note that when d = 0, set S[q] is removed from A, but no space is added

to it.) This way we ensure that the union of spaces from A remains equal to the set of all

phase-feasible configurations. Note that when a phase ends, A becomes empty. We emphasize
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that the evolution of set A within a phase depends only on the sequence of requests and not

on the particular behavior of an online algorithm.

5.3.4 Factorial trees: from Hydra game to generalized k-server

Given the framework above, an online algorithm may keep track of the set of alive spaces A,

and at all times try to be in a configuration from some alive space. If this space becomes

dead, an algorithm changes its configuration to any configuration from some other alive space

from A.

The crux is to choose an appropriate next alive space. To this end, our algorithm for the

generalized k-server problem will internally run an instance of the Hydra game (a new instance

for each phase) on a special tree, and maintain a mapping from alive and dead spaces to alive

and dead nodes in the tree. Moreover, spaces that are created during the algorithm runtime, as

described in Section 5.3.3, have to be dynamically mapped to tree nodes that were so far asleep.

In our reduction, we use a k-factorial tree. It has height k (the root is on level k and leaves

on level 0). Any node on level d has exactly d children, i.e., the subtree rooted at a d-level

node has d! leaves, hence the tree name. On the k-factorial tree, the total cost of Herc is

O(k · (1 + log k!)) = O(k2 · log k). We now show that this implies an improved algorithm for

the generalized k-server problem.

Theorem 5.2. If there exists a (randomized) online algorithm H for the Hydra game on the k-factorial

tree of total (expected) cost R, then there exists a (randomized) (R + 1)-competitive online algorithm G

for the generalized k-server problem in uniform metrics.

Proof. Let I be an input for the generalized k-server problem in uniform metric spaces.

G splits I into phases as described in Section 5.3.2 and, in each phase, it tracks the phase-

feasible nodes using set A of alive spaces as described in Section 5.3.3. For each phase, G runs

a new instance IH of the Hydra game on a k-factorial tree T, translates requests from I to

adversarial actions in IH , and reads the answers of H executed on IH . At all times, G maintains

a (bijective) mapping from alive (respectively, dead) d-dimensional configuration spaces to

alive (respectively, dead) nodes on the d-th level of the tree T. In particular, at the beginning,

the only alive space is the k-dimensional space S[(?, . . . , ?)], which corresponds to the tree root

(on level k). The configuration of G will always be an element of the space corresponding to

the tree node containing H. More precisely, within each phase, a request r is processed in the

following way by G.
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• Suppose that request r does not make any configuration phase-infeasible. In this case,

G services r from its current configuration and no changes are made to A. Also no

adversarial actions are executed in the Hydra game.

• Suppose that request r makes some (but not all) configurations phase-infeasible. We

assume that this kills only one d-dimensional configuration space S[q]. (If r causes

multiple configuration spaces to become dead, G processes each such killing event

separately, in an arbitrary order.)

By the description given in Section 5.3.3, S[q] is then removed from A and d new (d− 1)-

dimensional spaces S[q1], . . . , S[qd] are added to A. G executes appropriate adversarial

actions in the Hydra game: a node v corresponding to S[q] is killed and its d children on

level d− 1 change state from asleep to alive. G modifies the mapping to track the change

of A: (new and now alive) spaces S[q1], . . . , S[qd] become mapped to (formerly asleep

and now alive) d children of v. Afterwards, G observes the answer of algorithm H on

the factorial tree and replays it. Suppose H moves from (now dead) node v to an alive

node v′, whose corresponding space is S[q′] ∈ A. In this case, G changes its configuration

to the closest configuration (requiring minimal number of server moves) from S[q′]. It

remains to relate its cost to the cost of H. By Lemma 5.4 (applied to spaces corresponding

to all nodes on the tree path from v to v′), the corresponding k-tuples q, q′ differ on at

most dist(v, v′) positions. Therefore, adjusting the configuration of G, so that it becomes

an element of S[q′], requires at most dist(v, v′) server moves, which is exactly the cost of H.

Finally, note that when G processes all killing events, it ends in a configuration of an alive

space, and hence it can service the request r from its new configuration.

• Suppose that request r makes all remaining configurations phase-infeasible. In such case,

G moves an arbitrary server to service this request, which incurs a cost of 1. In this case,

the current phase ends, a new one begins, and G initializes a new instance of the Hydra

game.

Let f ≥ 1 be the number of all phases for input I (the last one may be not finished). The cost

of Opt in a single finished phase is at least 1. By the reasoning above, the (expected) cost of G in

a single phase is at most R + 1. Therefore, E[G(I)] ≤ (R + 1) · f ≤ (R + 1) ·Opt(I) + (R + 1),

which completes the proof.

Using our algorithm Herc for the Hydra game along with the reduction given by Theo-

rem 5.2 immediately implies the following result.



72 CHAPTER 5. GENERALIZED K-SERVER PROBLEM IN UNIFORM METRICS

Corollary 5.1. There exists a randomized O(k2 · log k)-competitive online algorithm for the generalized

k-server problem in uniform metrics.

5.4 Lower bound

Next, we show that that competitive ratio of any (even randomized) online algorithm for

the generalized k-server problem in uniform metrics is at least Ω(k), as long as each metric

space Mi contains at least two points. For each Mi, we choose two distinct points, the initial

position of the i-th server, which we denote 0 and any other point, which we denote 1. The

adversary is going to issue only requests satisfying ri ∈ {0, 1} for all i, hence without loss of

generality any algorithm will restrict its server’s position in each Mi to 0 and 1. (To see this,

assume without loss of generality that the algorithm is lazy, i.e., it is only allowed to move

when a request is not covered by any of its server, and is then allowed only to move a single

server to cover that request.) For this reason, from now on we assume that Mi = {0, 1} for all i,

ignoring superfluous points of the metrics.

The configuration of any algorithm can be then encoded using a binary word of length k.

It is convenient to view all these 2k words (configurations) as nodes of the k-dimensional

hypercube: two words are connected by a hypercube edge if they differ at exactly one position.

Observe that a cost of changing configuration c to c′, denoted dist(c, c′) is exactly the distance

between c and c′ in the hypercube, equal to the number of positions on which the corresponding

binary strings differ.

In our construction, we compare the cost of an online algorithm to the cost of an algorithm

provided by the adversary. Since Opt’s cost can be only lower than the latter, such approach

yields a lower bound on the performance of the online algorithm.

For each word w, there is exactly one word at distance k, which we call its antipode

and denote w̄. Clearly, w̄i = 1− wi for all i. Whenever we say that an adversary penalizes

configuration c, it issues a request at c̄. An algorithm that has servers at configuration c needs

to move at least one of them. On the other hand, any algorithm with servers at configuration

c′ 6= c need not move its servers; this property will be heavily used by an adversary’s algorithm.

5.4.1 A warm-up: deterministic algorithms

To illustrate our general framework, we start with a description of an Ω(2k/k) lower bound

that holds for any deterministic algorithm Det [BEKN18]. (A more refined analysis yields
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a better lower bound of 2k − 1 [KT04].) The adversarial strategy consists of a sequence of

independent identical phases. Whenever Det is in some configuration, the adversary penalizes

this configuration. The phase ends when 2k − 1 different configurations have been penalized.

This means that Det was forced to move at least 2k − 1 times, at a total cost of at least 2k − 1.

In the same phase, the adversary’s algorithm makes only a single move (of cost at most k) at

the very beginning of the phase: it moves to the only configuration that is not going to be

penalized in the current phase. This shows that the Det-to-Opt ratio in each phase is at least

(2k − 1)/k.

5.4.2 Extension to randomized algorithms

Adopting the idea above to a randomized algorithm Rand is not straightforward. Again,

we focus on a single phase and the adversary wants to leave (at least) one configuration

non-penalized in this phase. However, now the adversary only knows Rand’s probability

distribution µ over configurations and not its actual configuration. (At any time, for any

configuration c, µ(c) is the probability that Rand’s configuration is equal to c.) We focus on

a greedy adversarial strategy that always penalizes the configuration with maximum probability.

However, arguing that Rand incurs a significant cost is not as easy as for Det.

First, the support of µ can also include configurations that have been already penalized by

the adversary in the current phase. This is but a nuisance, easily overcome by penalizing such

configurations repeatedly if Rand keeps using them, until their probability becomes negligible.

Therefore, in this informal discussion, we assume that once a configuration c is penalized in

a given phase, µ(c) remains equal to zero.

Second, a straightforward analysis of the greedy adversarial strategy fails to give a non-

trivial lower bound. Assume that i ∈ {0, . . . , 2k− 2} configurations have already been penalized

in a given phase, and the support of µ contains the remaining 2k − i configurations. The

maximum probability assigned to one of these configurations is at least 1/(2k − i). When such

configuration is penalized, Rand needs to move at least one server with probability at least

1/(2k − i). With such bounds, we would then prove that the algorithm’s expected cost is at

least ∑2k−2
i=0 1/(2k − i) = Ω(log 2k) = Ω(k). Since we bounded the adversary’s cost per phase

by k, this gives only a constant lower bound.

What we failed to account is that the actual distance traveled by Rand in a single step

is either larger than 1 or Rand would not be able to maintain a uniform distribution over
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non-penalized configurations. However, actually exploiting this property seems quite complex,

and therefore we modify the adversarial strategy instead.

The crux of our actual construction is choosing a subset Q of the configurations, such that

Q is sufficiently large (we still have log(|Q|) = Ω(k)), but the minimum distance between any

two points of Q is Ω(k). Initially, the adversary forces the support of µ to be contained in Q.

Afterwards, the adversarial strategy is almost as described above, but reduced to set Q only.

This way, in each step the support of µ is a set S ⊆ Q, and the adversary forces Rand to move

with probability at least 1/|S| over a distance at least Ω(k), which is the extra Θ(k) factor. We

begin by proving the existence of such a set Q for sufficiently large k. The proof is standard

(see, e.g., Chapter 17 of [Juk11]); we give it below for completeness.

Lemma 5.5. For any k ≥ 16, there exists a set Q ⊆ {0, 1}k of binary words of length k, satisfying the

following two properties:

size property: |Q| ≥ 2k/2/k,

distance property: dist(v, w) ≥ k/16 for any v, w ∈ Q.

Proof. Let ` = bk/16c ≥ k/32. For any word q, we define its `-neighborhood B`(q) = {w :

dist(q, w) ≤ `}.

We construct set Q greedily. We maintain set Q and set Γ(Q) =
⋃

q∈Q B`(q). We start

with Q = ∅ (and thus with Γ(Q) = ∅). In each step, we extend Q with an arbitrary

word w ∈ {0, 1}k \ Γ(Q) and update Γ(Q) accordingly. We proceed until set Γ(Q) contains all

possible length-k words. Clearly, the resulting set Q satisfies the distance property.

It remains to show that |Q| ≥ 2k/2/k. For a word q, the size of B`(q) is

|B`(q)| =
bk/16c

∑
i=0

(
k
i

)
< k ·

(
k

bk/16c

)
≤ k ·

(
k · e
bk/16c

)bk/16c

≤ k ·
(

k · e
k/32

)k/16

= k ·
(
(32 · e)1/8

)k/2
< k · 2k/2 .

That is, in a single step, Γ(Q) increases by at most k · 2k/2 elements. Therefore, the process

continues for at least 2k/(k · 2k/2) = 2k/2/k steps, and thus the size of Q is at least 2k/2/k.

Theorem 5.3. The competitive ratio of every (randomized) online algorithm solving the generalized

k-server problem in uniform metrics is at least Ω(k).

Proof. In the following we assume that k ≥ 16, otherwise the theorem follows trivially. We fix

any randomized online algorithm Rand. The lower bound strategy consists of a sequence of
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independent phases. Requests of each phase can be (optimally) serviced with cost at most k and

we show that Rand’s expected cost for a single phase is Ω(k2), i.e., the ratio between these costs

is Ω(k). As the adversary may present an arbitrary number of phases to the algorithm, this

shows that the competitive ratio of Rand is Ω(k), i.e., by making the cost of Rand arbitrarily

high, the additive constant in the definition of the competitive ratio (cf. Section 5.3.1) becomes

negligible.

As in our informal introduction, µ(c) denotes the probability that Rand has its servers

in configuration c (at time specified in the context). We extend the notion µ to sets, i.e.,

µ(X) = ∑c∈X µ(x) where X is a set of configurations. We denote the complement of X (to

∏k
i=1 Mi) by XC. We use ε = 2−(2k+2) throughout the proof.

To make the description concise, we define an auxiliary routine Confine(X) for the

adversary (for some configuration set X). In this routine, the adversary repeatedly checks

whether there exists a configuration c 6∈ X, such that µ(x) > ε. In such case, it penalizes c;

if no such configuration exists, the routine terminates. We may assume that the procedure

always terminates after finite number of steps, as otherwise Rand’s competitive ratio would be

unbounded. (Rand pays at least ε in each step of the routine while an adversary’s algorithm

may move its servers to any configuration from set X, and from that time service all requests

of Confine(X) with no cost.)

The adversarial strategy for a single phase is as follows. First, it constructs Q1 as the configu-

ration set fulfilling the properties of Lemma 5.5; let m denote its cardinality. The phase consists

then of m executions of Confine routine: Confine(Q1), Confine(Q2), . . . , Confine(Qm). For

i ∈ {2, . . . , m}, set Qi is defined in the following way. The adversary observes Rand’s dis-

tribution µ right after routine Confine(Qi−1) terminates; at this point this distribution is

denoted µi−1. Then, the adversary picks configuration ci−1 to be the element of Qi−1 that

maximizes the probability µi−1, and sets Qi = Qi−1 \ {ci−1}.

We begin by describing the way that the adversary services the requests. Observe that

set Qm contains a single configuration, henceforth denoted c∗. The configuration c∗ is contained

in all sets Q1, . . . , Qm, and thus c∗ is never penalized in the current phase. Hence, by moving

to c∗ at the beginning of the phase, which costs at most k, and remaining there till the phase

ends, the adversary’s algorithm services all phase requests at no further cost.

It remains to lower-bound the cost of Rand. Confine(Q1) may incur no cost; its sole goal

is to confine the support of µ to Q1. Now, we fix any i ∈ {2, . . . , m} and estimate the cost

incurred by Confine(Qi). Recall that the probability distribution right before Confine(Qi)



76 CHAPTER 5. GENERALIZED K-SERVER PROBLEM IN UNIFORM METRICS

starts (and right after Confine(Qi−1) terminates) is denoted µi−1 and the distribution right

after Confine(Qi) terminates is denoted µi.

During Confine(Qi) a probability mass µi−1(ci−1), is moved from ci−1 to nodes of set Qi

(recall that Qi ] {ci−1} = Qi−1). Some negligible amounts (at most µi(QC
i )) of this probability

may however remain outside of Qi after Confine(Qi) terminates. That is, Rand moves at least

the probability mass of µi−1(ci−1)− µi(QC
i ) from configuration ci−1 to configurations from Qi

(i.e., along a distance of at least dist(ci−1, Qi)), Therefore, its expected cost due to Confine(Qi)

is at least (µi−1(ci−1)− µi(QC
i )) · dist(ci−1, Qi).

First, using the properties of Confine(Qi−1) and the definition of ci−1, we obtain

µi−1(ci−1) ≥
µi−1(Qi−1)

|Qi−1|
=

1− µi−1(QC
i−1)

|Qi−1|
≥

1− |QC
i−1| · ε

|Qi−1|
>

1− 2−(k+2)

|Qi−1|
. (5.3)

Second, using the properties of Confine(Qi) yields

µi(QC
i ) ≤ |QC

i | · ε < 2−(k+2) =
2−2

2k <
2−2

|Qi−1|
. (5.4)

Using (5.3) and (5.4), we bound the expected cost of Rand due to routine Confine(Qi) as

E[Rand(Confine(Qi))] ≥
(

µi−1(ci−1)− µi(QC
i )
)
· dist(ci−1, Qi)

≥
(

1− 2−(k+2)

|Qi|
− 2−2

|Qi|

)
· k

16
≥ 1

2 · |Qi|
· k

16

= k/(32 · (m− i + 1)) (5.5)

The second inequality above follows as all configurations from {ci−1} ] Qi are distinct ele-

ments of Q1, and hence their mutual distance is at least k/16 by the distance property of Q1

(cf. Lemma 5.5). By summing (5.5) over i ∈ {2, . . . , m}, we obtain that the total cost of Rand in

a single phase is E[Rand] ≥ ∑m
i=2 E[Rand(Confine(Qi))] ≥ k

32 ·∑
m
i=2

1
m−i+1 = Ω(k · log m) =

Ω(k2). The last equality holds as m ≥ 2k/2/k by the size property of Q1. (cf. Lemma 5.5).

5.5 Final remarks

In Chapter 5, we presented an abstract Hydra game whose solution we applied to create

an algorithm for the generalized k-server problem. Any improvement of our Herc strategy for

the Hydra game would yield an improvement for the generalized k-server problem. However,

we may show that on a wide class of trees (that includes factorial trees used in our reduction),

Herc is optimal up to a constant factor. Thus, further improving our upper bound of O(k2 log k)

for the generalized k-server problem will require another approach.
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A lower bound for the cost of any randomized strategy for the Hydra game is essentially the

same as our single-phase construction from Section 5.4.2 for the generalized k-server problem.

That is, the adversary fixes a subset Q of tree leaves, makes only nodes of Q alive (this forces

the algorithm to be inside set Q), and then iteratively kills nodes of Q where the algorithm is

most likely to be. As in the proof from Section 5.4.2, such adversarial strategy incurs the cost

of Ω(mindist(Q) · log |Q|), where mindist(Q) = minu 6=v∈Q dist(u, v).

The construction of appropriate Q for a tree T of depth k = hT (be either the k-factorial tree

or the complete k-ary tree) is as follows. Let Z be the set of all nodes of T at level bk/2c; for

such trees, log |Z| = Ω(log LT). Let Q consist of |Z| leaves of the tree, one per node of Z chosen

arbitrarily from its subtree. Then, mindist(Q) = Ω(hT) and log |Q| = Ω(log LT), and thus the

resulting lower bound Ω(hT · log LT) on the cost asymptotically matches the performance of

Herc from Theorem 5.1.
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Chapter 6

Afterword

In this chapter, we discuss possible further research directions on the problems studied in

this dissertation.

Non-metric facility location. In Chapter 2, we presented a deterministic solution to the

non-metric facility location problem, whose performance nearly matches that of the best

randomized one. By clustering facilities, we encoded dependencies between facilities and

clients, which allowed us later to apply the rounding scheme to facilities only, neglecting the

actual active clients. It would be however interesting and useful to have an online deterministic

rounding routine able to handle such dependencies internally (e.g., by creating a pessimistic

estimator that can be computed and handled in an online manner), as it is the case for the set

cover problem or throughput-competitive virtual circuit routing [BN09].

A natural research direction would be extending our distance clustering techniques to other

network design problems for which only randomized algorithms existed so far, e.g., online

multicast problems on trees [AAA+
06], online group Steiner problem on trees [AAA+

06], or

variants of the facility location problem that are used as building blocks for solutions to other

node-weighted Steiner problems [HLP14, HLP17]. (For these problems there are no known

direct reductions to the set cover problem).

Matching with delays. In Chapter 3, we showed a deterministic algorithm Alg for the

problem of matching with delays whose competitive ratio is O(mlog2 5.5) for inputs, with

2m requested elements. This result was improved by Bienkowski et al. [BKLS18], who pre-

sented a O(m)-competitive dual-fitting algorithm, and afterwards by Azar and Fanani [AF18],

whose greedy algorithm attains competitive ratio of O(mlog2 1.5). The last value (as we ar-

79
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gued in Section 3.4) is a lower bound on a competitive ratio of a class of natural greedy

algorithms. The currently best lower bound (holding even for randomized solutions) is

Ω(log n/ log log n) [AAC+
17], where n is the size of the input graph.

Steiner tree leasing. In Chapter 4, we showed that the technique of analyzing greedy algo-

rithms using HSTs can be also applied to the leasing variant of the online Steiner tree problem.

A natural research direction is to employ it for other leasing variants of graph problems, such

as Steiner forest or facility location.

Closing the gap between the current upper and lower bounds for the deterministic algo-

rithms solving the Steiner tree leasing problem (O(L · log k) and Ω(L + log k), respectively, for

instances with k requested elements and L different lease types) is an intriguing open problem.

In particular, it seems that improving the competitive ratio requires a very careful interplay

between path-choosing and lease-upgrade routines. We remark that analogous gaps exist also

for randomized algorithms for the Steiner tree leasing problem [Mey05] and for a leasing

variant of the facility location problem [NW13].

Generalized k-server problem. In Chapter 5, we presented an abstract Hydra game whose

solution we applied to create an algorithm for the generalized k-server problem. Since our

algorithm Herc for Hydra game is optimal up to a constant factor, further improving our upper

bound of O(k2 log k) for the generalized k-server problem is likely to require a completely

different approach. In our phase-based analysis, we used a simple lower bound on the cost of

the optimal solution. A crucial for improving the competitive ratio for the generalized k-server

problem is a better understanding of the optimal schedule. In particular, it would be useful to

characterize situations when it is forced to move more than one of its servers.

A good starting point for further research is the generalized k-server problem problem

with each metric space containing exactly 2 points. (This variant is equivalent to metrical

task system on the k-dimensional hypercube.) It is not difficult to construct a phase-based

O(k2)-competitive algorithm for such inputs and the lower bound of Ω(k) on competitiveness

of any algorithm holds.

Finally, it would be particularly interesting to apply projection techniques developed

recently for k-server [BCL+
18, Lee18] and metrical task systems [BCLL19] to the generalized

k-server problem problem.
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